Tomas Horvath

RECOMMENDER SYSTEMS

Tutorial at the conference

Znalosti 2012

October 14-16, 2012, Mikulov, Czech Republic

Institute of Computer Science, Faculty od Science
Pavol Jozef Safarik University in Kosice, Slovak Republic

Information Systems and Machine Learning Lab
University of Hildesheim, Germany

KX ers,:' !
o i~

YA

; &
//O,-eshg\



[terative recommendation

first phase
evaluation = 2
149 ©
user's evaluation
. e BN . = I 4
0 00 distance 1300 mr .
i ol defection
evaluation = 2
149 o
g (]
[s]
o o
o]
[+]
0
o] [s]
0 awhance 700 1300 1300
third phase
evaluation = 2 evaluation = 3
M e ° relevant objects
© 1w < ° for the user
o o lr o
[s]

0 distance 700 10401300 o distance 700 740 1300

Q hotels evoluated by 1 Q hotels evaluoted by 2 @ hotels evaluated by 3

Tutorial on Recommender Systems The UPRE framework



Rating prediction — example

simpe (i, 7) Titanic Pulp Fiction Iron Man Forrest Gump The Mummy
Titanic 1.0 -0.956 -0.815 NaN -0.581
Pulp Fiction — 1.0 0.948 NaN 0.621
Iron Man — — 1.0 NaN 0.243
Forrest Gump — — — 1.0 NaN
The Mummy — — — — 1.0

NaN values are usually converted to zero (rare in case of enough data)

simpe(u, v) Joe Ann Mary Steve
Joe 1.0 -0.716 -0.762 -0.005
Ann — 1.0 0.972 0.565
Mary — 1.0 0.6
Steve - - - 1.0
user-based
® Uritanic = {Joe, Ann, Mary}, Nﬁff;s;i = {Mary, Ann}

Py 11 Py 12 - 1
¢ ¢St6’U€ - 3 — 3677 qua,'r-y — a4 - 3, qunn = T?) = 3.25

5 = spe(S,M)-(¢prT—bpr)+5pe(S,A) - (baT—PA) 0.6-(4—3)+0.565-(5—3.25)
® dsT=9¢s+ [ pe (5,80 [FTopc (5, A)] =3.67+ 0.6+0.565 =190

item-based o
® Zsteve = {Pulp Fiction, Iron Man, The Mummy}, N Litanie,2 {Iron Man, The Mummy}

Steve
® $p =P =334, ¢y =13 =3.67, ¢ =5 =3

3
2= spe(T, 1) (¢ps1—P1)+spc (T, M)-(dspr—Par) — .815-(4—3.67)—.581-(4—3) _
® ¢sT=dr+ s pe (T2 D | 5pe (T, 31| =384+ 081540581 =270
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Matrix factorization




A latent space representation

Map users and items to a common latent space

e where dimensions or factors represent
e items’ implicit properties
e users’ interest in items’ hidden properties
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1
The picture is taken from Y. Koren et al. (2009). Matrixz Factorization Techniques for
Recommender Systems. Computer 42 (8).
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Known factorization models (1/2)

¢ represented as a user-item matrix "™

e 1 users, m ltems

The picture is taken from wikipedia.
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Known factorization models (1/2)

¢ represented as a user-item matrix "™

e 1 users, m ltems

Principal Component Analysis (PCA)

e transform data to a new coordinate system

e variances by any projection of the data lies on coordinates in
decreasing order

The picture is taken from wikipedia.
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Known factorization models (2/2)

Singular Value Decomposition (SVD)

(I) — WnszkaHnXkT

e WIW =1 H'H=1
e column vectors of W are orthonormal eigenvectors of ®®*
e column vectors of H are orthonormal eigenvectors of & &

e > contains eigenvallues of W in descending order

1
T.Raiko et al. (2007). Principal Component Analysis for Sparse High-Dimensional Data.

Neural Information Processing, LNCS. 4984.

2
A.K. Menon and Ch. Elkan (2011). Fast Algorithms for Approximating the Singular Value
Decomposition. ACM Trans. Knowl. Discov. Data 5 (2).
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Known factorization models (2/2)

Singular Value Decomposition (SVD)

(I) — WnXkaXanXkT

e WIW =1 H'H=1
e column vectors of W are orthonormal eigenvectors of ®®*
e column vectors of H are orthonormal eigenvectors of & &

e > contains eigenvallues of W in descending order

PCA, SVD computed algebraically

e ¥ is a big and sparse matrix
e approximations of PCA!, SVD?

1T.Raiko et al. (2007). Principal Component Analysis for Sparse High-Dimensional Data.

Neural Information Processing, LNCS. 4984.

2A.K. Menon and Ch. Elkan (2011). Fast Algorithms for Approximating the Singular Value
Decomposition. ACM Trans. Knowl. Discov. Data 5 (2).
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MF — rating prediction (1/2)

recommendation task
e to find (/3 : U x I — R such that acc(é, ¢,T) is maximal
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MF — rating prediction (1/2)

recommendation task
e to find (/3 : U x I — R such that acc(gg ¢,T) is maximal

e acc is the expected accuracy on T
e training ¢ on D such that the empirical loss err(qb ¢, D) is minimal
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MF — rating prediction (1/2)

recommendation task
e to find (/3 : U x I — R such that acc(gg ¢,T) is maximal

e acc is the expected accuracy on T
e training ¢ on D such that the empirical loss err(qb ¢, D) is minimal

a simple, approximative MF model
o only W™*F and H™**

e Lk — the number of factors

XM~y (i)nXm _ WHT
e predicted rating ggm of the user u for the item 1

7 T
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MF — rating prediction (2/2)

the loss function err(¢, ¢, D)

e squared loss

€TT(¢E,¢,D): Z 637;: Z (¢uz_q3uz)2: Z (qbuz_’wuh;r)Q

(u,i)€D (u,i)ED (u,i)€D
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MF — rating prediction (2/2)

the loss function err(¢, ¢, D)

e squared loss

€TT(¢E,¢,D>: Z 637;: Z (¢uz_qguz)2: Z (¢uz_’wuh;r)2

(u,i)€D (u,i)ED (u,i)€D

the objective function
e regularization term A > 0 to prevent overfitting

e penalizing the magnitudes of parameters

[($.6.D)= ) (bui —wahi)> + AW + || H|?)

(u,i)€D

&N //7‘,\5
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MF — rating prediction (2/2)

the loss function err(¢, ¢, D)

e squared loss

€TT(¢E,¢,D>: Z 6121,1': Z (¢uz_§guz)2: Z (¢uz_’wuh;r)2

(u,i)€D (u,i)ED (u,i)€D

the objective function
e regularization term A > 0 to prevent overfitting

e penalizing the magnitudes of parameters

[($.6.D)= ) (bui —wahi)> + AW + || H|?)

(u,i)€D

The task is to find parameters W and H such that, given A, the
objective function f(¢, ¢, D) is minimal.
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Gradient descent

How to find a minimum of an “objective” function f(©)?
e in case of MF, ©®© = W U H, and
o f(O) refers to the error of approximation of ® by WH?’
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Gradient descent

How to find a minimum of an “objective” function f(©)?
e in case of MF, ©®© = W U H, and
o f(O) refers to the error of approximation of ® by WH?’

Gradient descent

input: f,a,Y?, stopping criteria
initialize © ~ N(0, ¥%)
repeat

0+ 0 —adl(e)
until approximate minimum is reached
return ©
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Gradient descent

How to find a minimum of an “objective” function f(©)?
e in case of MF, ©®© = W U H, and
o f(O) refers to the error of approximation of ® by WH?’

Gradient descent

input: f,a,Y?, stopping criteria
initialize © ~ N(0, ¥%)
repeat

0+ 0 —adl(e)
until approximate minimum is reached
return ©

stopping criteria
o O Q| < ¢
e maximum number of iterations reached

e a combination of both
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Stochastic gradient descent

if f can be written as

f(©) = Z fi(©)
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Stochastic gradient descent

if f can be written as

f(©) = Z fi(©)

Stochastic gradient descent (SGD)

input: f;,a,X?, stopping criteria
initialize © ~ A(0, X?)
repeat

for all 7 in random order do

0+ 6 —a?li(e)

end for
until approximate minimum is reached
return O
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MF with SGD

updating parameters iteratively for each data point ¢,; in the
opposite direction of the gradient of the objective tunction at the
given point until a convergence criterion is fulfilled.

e updating the vectors w, and h; for the data point (u,7) € D
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MF with SGD

updating parameters iteratively for each data point ¢,; in the
opposite direction of the gradient of the objective tunction at the
given point until a convergence criterion is fulfilled.

e updating the vectors w, and h; for the data point (u,7) € D

of , .
. (u, 1) = —2(eyih; — Awy)
of .
o, (u,1) = —2(eyiwy — 2Ah;)
Wy (U, 1) — w —aaf( ) = wy + aleyihi — Awy,)
u\U, u ow., Uy T) = Wy T QO Cyyilly W,
. of .
hi(u,t) < h; — e (u, 1) = h; + aleyjwy, — Ahy)

where a > 0 is a learning rate.
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MEF with SGD — Algorithm

Hyper-parameters: k,iters (the max number of iteration), a, X, %2

W« N(0,%2?)

H + N(0,%2)
for iter < 1,... iters - |D| do
draw randomly (u, ) from D

forg’%l,;..,k do

end for A

Cui = Pui — Pui

for < 1,....k do
W ullj] %W[ Jlg] + o (ew * Hli|[j] — A*W[u][j])
dfi[][J]FHH[JHOé*(em*W[ ullj] = A= Hli][j])

end for
return {W, H}
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MF with SGD — Example?

Let’s have the following hyper-parameters:
K=2 a=0.1, A =0.15, iter = 150, 02 = 0.01

1 4 5 3
b = [5]1 5 | 2
4 1 2 5
3 4 4
Results are:
1.1995242 1.1637173
M/ — [ 1.8714619 | -0.02266505
2.3267753 0.27602595
2.033842 0.539499
HT — 1.6261001 1.1259034 2.131041 2.2285593 1.6074764
-0.40649664 0.7055319 1.0405376 0.39400166 0.49699315
1 .
Results* are:
A 1.477499 2.171588 3.767126 3.131717 2.506566
@ S 3.052397 2.091094 3.964578 4.161733 2.997066
3.671365 2.814469 5.245668 5.294111 3.877419
3.087926 2.670543 4.895569 4.745101 3.537480

Note, that these hyper-parameters are just picked up in an ad-hoc manner. One should

search for the “best” hyper-parameter combinations using e.g. grid-search (a brute-force

approach).

Thanks to my colleague Thai-Nghe Nguyen for computing an example.
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Biased MF

baseline estimate
e user-item bias
by; =+ b, + b,

e [, — average rating across the whole D
e b,b — vectors of user and item biases, respectively
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Biased MF

baseline estimate
e user-item bias
by; =+ b, + b,

e [, — average rating across the whole D
e b,b — vectors of user and item biases, respectively

prediction
¢ui :,u+bu—|—bi + wy h;
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Biased MF

baseline estimate
e user-item bias
by; =+ b, + b,

e [, — average rating across the whole D
e b,b — vectors of user and item biases, respectively

prediction
¢ui :,u+bu—|—bi + wy h;

objective function to minimize

~ / 7 12 12
f(6,6,D) = > (dui—p—b,—b; —wuhi)*+ AW |*+[|H|*+b"+b )
(u,i)€D
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Biased MF with SGD

similar to unbiased MF
e initialize average and biases

Z(u,i)ED
D|

b/ — ($u17'°°7¢un)
b//%(gila---aa@m)

/’L:

S
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Biased MF with SGD

similar to unbiased MF
e initialize average and biases

Z(u,i)ED
D]

b/e@ul,...,qbun)
b”e(@l,...,%m)

/’L:

e update average and biases

Meu—g—i(u,i)zp—l—aem

) S ,
b b — —(u,i) =b + aley — A\b)
0b
7 1" af ) 7 7
b <+ b — —(u,i) =b + aley —Ab)
0b
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MF — item recommendation

to predict a personalized ranking scorel ¢,;

e how the item 7 is preferred to other items for the user u
e to find W and H such that ® = WH7T

7 T

1S. Rendle et al. (2009). BPR: Bayesian Personalized Ranking from Implicit Feedback.
25th Conference on Uncertainty in Artificial Intelligence.

Tutorial on Recommender Systems Matrix factorization <



MF — item recommendation

to predict a personalized ranking scorel ¢,;

e how the item 7 is preferred to other items for the user u
e to find W and H such that ® = WH7T

7 T

problem: positive feedback only u:is |

e pairwise ranking data
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1S. Rendle et al. (2009). BPR: Bayesian Personalized Ranking from Implicit Feedback.
25th Conference on Uncertainty in Artificial Intelligence.
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MF — Bayesian Personalized Ranking (1/3)

Bayesian formulation of the problem

e ~ — the unknown preference structure (ordering)
e we use the derived pairwise ranking data D,

e O — parameters of an arbitrary prediction model
e incase of MF, © =W UH

p(B] ) < p(>- [©)p(©)
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MF — Bayesian Personalized Ranking (1/3)

Bayesian formulation of the problem

e ~ — the unknown preference structure (ordering)
e we use the derived pairwise ranking data D,

e O — parameters of an arbitrary prediction model
e incase of MF, © =W UH

p(B] ) < p(>- [©)p(©)

prior probability
e assume independence of parameters
e assume, O ~ N(0, %I)

A 142
P(@):H\/%e 220
0cO
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MF — Bayesian Personalized Ranking (2/3)

likelihood

e assume users’ feedbacks are independent

e assume, ordering of each pair is independent

p(-10) =] p(-u1©0)= ][ »G=u.jO)

’U,GZ/{ (u,i,j)EDp
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MF — Bayesian Personalized Ranking (2/3)

likelihood

e assume users’ feedbacks are independent

e assume, ordering of each pair is independent

p(-10) =] p(-u1©0)= ][ »G=u.jO)

’U,GZ/{ (u,i,j)EDp

e using the ranking scores é

1
1 —|— 6_(§£ui_§£uj)

p(i ~u ]‘@) — p(qguz — éuj > O) — O-(quz — ggu]) —

11 + expi-x))
06 02 04 06 08 10

-10 -4 0 - 10

S
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MF — Bayesian Personalized Ranking (3/3)

maximum a posteriori estimation of ©

arg max p(©, =) =
©
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MF — Bayesian Personalized Ranking (3/3)

maximum a posteriori estimation of ©

arg max p(©, =) =
©

arg max p(> |©)p(O©) =
©
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MF — Bayesian Personalized Ranking (3/3)

maximum a posteriori estimation of ©

arg max p(©, =) =
©

arg max p(> |©)p(O©) =
©

arg max [n p(> |O)p(O) =
©

& /?/',5
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MF — Bayesian Personalized Ranking (3/3)

maximum a posteriori estimation of ©

arg max p(©, =) =
©

arg max p(> |©)p(O©) =
©

arg max [n p(>= |©)p(O) =

©
- n A 1402
—5 A0
arg max In | | 0 (Pui — Guj) A/ o € 2
© - i
(u77’7])€DP
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MF — Bayesian Personalized Ranking (3/3)

maximum a posteriori estimation of ©

arg max p(©, =) =
©

arg max p(> |©)p(O©) =
©

arg max [n p(>= |©)p(O) =

©

. . [ A _1yp2

arg max In H 0 (Pui — Puj) o € 2 A
© (uviuj)EDP

f 7 2
agmax Y I o(Gu— dy) — Al
(u7i7j>EDP
BPR—-OPT
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Finding parameters for BPR-OPT

Stochastic gradient ascent

OBPR — OPT e~ (Pui=0ui) 9
« 3 v
8@ 1 _|_ 6_(¢ui_¢uj) 8@

(dui — (/Eug) — \O

(uaiaj)EDP
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Finding parameters for BPR-OPT

Stochastic gradient ascent

OBPR — OPT e—(bui=dus) 9 . .
Z (Pui — uj) — AO

X = =
8@ (u ; ])ED 1 _|_ 6_(¢ui_¢uj) 8@
A p
( .

(hz — hj) Zf 0 = Wy,
O Gui— by ={ e 0=

L 0 else
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Finding parameters for BPR-OPT

Stochastic gradient ascent

OBPR — OPT S e~ (bui=du;) g

S bui — Puj) — \O
(9@ . 1 _|— 6_(¢ui_¢uj) 8@ (¢ ¢ ])

(uaiaj)EDP

( (hz—h]) Zf@zwu

0 - A o Wy Zf@ZhZ
%(Qbuz _Qbuj) = < —w, if 0= hj

0 else
LearnBPR
input: f;,a, X%, stopping criteria
initialize © ~ A(0, X?)
repeat
draw (u,?,j) € D, randomly
O« O + a@BPg(:)OPT (@)
until approximate maximum is reached
return ©

&N //7‘,\5
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BPR-OPT vs AUC
Area under the ROC curve (AUC)

e probability that the ranking of a randomly drawn pair is correct

1 1 -
AUC =Y " AUC(u) = WEIEVE, > 5(Pui - duj)

ueld u,t,j)E€D)

o 5((/51“ — (ﬁw) =1 if (ﬁm — cﬁuj, and 0, else
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