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Natural Language Processing

● Syntax (grammar induction, stemming,...),
● Semantics (translation, language generation, chatbots, sentiment analysis, 

question answering,...),
● Speech (speech recognition, text-to-speech)
● and much more



Approaches

1. Rule-based
○ Grammars, patterns, heuristics etc.

2. “Traditional” Machine Learning
○ Mostly probabilistic modeling, decision trees etc.

3. Neural Networks
○ Vector representations of words are learned
○ Learning rules thanks to the large amount of data



Vaswani, Ashish et al. “Attention is All you Need.” NIPS (2017).

The Transformer



Translation Task Example



High Level Look



Closer Look into the Transformer



Self-Attention



Self-Attention



Multi-head Self-Attention



Closer Look into the Transformer



Attention Visualization



Pre-training



BERT Embedding



Conclusion, results, takeaways

● Context meaning can captured 
● Superhuman results at various tasks
● Lot of parameters (largest models have ~ 11B params)

○ Large corpus is needed (C4 dataset has ~ 750 GB)
○ The model has great capacity

● The computation can be parallelised



SuperGLUE Benchmark (super.gluebenchmark.com)



Reading Comprehension with Commonsense Reasoning Dataset



Fashion Recommendation

Challenges:

● Just a few “standard” attributes
● Various customers’ preferences
● Changing trends
● Short lifetime of items



Approaches

1. Rule-based
2. Machine Learning

○ Usually uses CNN for images features extraction

Examples:

● Sequence modelling task - Bi-LSTM network
● Fixed number of items in one outfit with fully-connected NN
● Dyadic Co-occurrences (Siamese Network)



Polyvore Dataset

● 21 889 user-created outfits from polyvore.com
● Contains images and basic information about 

the products



Dyadic Co-occurrences (Siamese Network)



Fixed number of items in one outfit with 
fully-connected NN



Sequence modelling task (Bi-LSTM network)



Self-attention for Outfit Generation

Intuition behind the self-attention:

● When choosing shoes, pay attention to the color of the belt

Approach:

● Extract features with CNN
● Treat fashion item as a word and an outfit as its context (sentence)
● Use special tokens/embeddings representing product category
● Train on masked outfits



Challenges

● How to embed fashion products?
○ NLP transformers use sub-word embedding and the dictionary has a fixed size
○ Are image representations learned on a classification task good enough?
○ What about positional embeddings?

● Which part of transformer to use?
○ GPT uses only decoder blocks
○ BERT uses only encoder blocks
○ T5 states that the full transformer is the most convenient choice

● How big?
○ Relatively small dataset 
○ A lot of parameters



InceptionV3 ImageNet embeddings



Style2Vec
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