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Why Deep Learning?
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Why Deep Learning?
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Complex Architectures
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Neural Networks are Universal Function
Approximators

Depending on dataset

size, traditional ML
may make sense
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Inspiration for Neural Learning




Neural Model
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Feedforward Multilayered Network
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Learning
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Stochastic Gradient Descent

* Generalization of (Stochastic) Gradient Descent
1
b= §(f - y)°
f=w'x

for 1=12,...,n
wWi=w—-1nVEx



Stochastic Gradient Descent




Backpropagation
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Backpropagation

* Does not work well in plain a

III

norma
Vanishing Gradients
Slow Learning

SVM’s easier to train
2nd Neural Winter

multilayer deep network




Modern Deep Networks

* Ingredients:

e Rectified Linear Activation
function a.k.a. RelLu

o(x) =max(0, )

o(z) =maz(az,z) a<l
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* |ngredients:
* Dropout:




Modern Deep Networks

* |ngredients:

* Mini-batches:
— Stochastic Gradient Descent

— Compute gradient over many (50 -100) data points
(minibatch) and update.



Modern Feedforward Networks

* |ngredients:
 Adagrad a.k.a. adaptive learning rates

W =W-— VEX;

Decrease step size \/ v E2 In a factor-wise
over time fashion

https://ruder.io/optimizing-gradient- descent/



Deep Learning for RecSys

* Feature extraction directly from the content
* Image, text, audio, etc.
* Instead of metadata
* For hybrid algorithms

e Heterogenous data handled easily

* CB + CF + context + ...
» Sequential behaviour modeling (RNNs/Transformers)
* Beyond RecSys paradigms

* RecSys + LLM / conversational RecSys

* RecSys is a complex domain
* Deep learning worked well in other complex domains
 Worth a try



Research directions in DL-RecSys

e As of 2017, main topics:
* Learning item embeddings

- leborativefilter

* Feature extraction directly from content
e Session-based recommendations with RNN

* In 2025

* Most of newly proposed RecSys algorithms are based on
neural networks

* LLM integration at various stages of recommendations
 Combining heterogeneous inputs
* Modality translation (e.g., job posting <-> applicant’s CV)



Best practices

 Start simple
* Add improvements later

* Optimize code
* GPU/CPU optimizations may differ

 Scalability is key

* Opensource code

* Experiment (also) on public datasets

* Don’t use very small datasets

* Don’t work on irrelevant tasks, e.g. rating prediction



ltem embeddings & 2vec models




Embeddings

* Embedding: a (learned) real value vector
representing an entity

— Also known as:
e Latent feature vector
 (Latent) representation

— Similar entities’ embeddings are similar
e Use in recommenders:

— Initialization of item representation in more advanced
algorithms

— Item-to-item recommendations



Matrix factorization as learning

embeddings

* MF: user & item embedding learning |

— Similar feature vectors R
e Two items are similar
e Two users are similar
e User prefers item

— MF representation as a simplictic neural

network

* Input: one-hot encoded user ID T TubTu2 s Tum
* Input to hidden weights: user feature matrix
* Hidden layer: user feature vector Wi
* Hidden to output weights: item feature matrix
* Qutput: preference (of the user) over the items u

Q
-

» ,Matrix factorization” in EasyStudy is implemented like this... Wy




Word2Vec

[Mikolov et. al, 2013a]
* Representation learning of words
Shallow model

Data: (target) word + context pairs
— Sliding window on the document

— Context = words near the target
* Insliding window "

Word’s Context (Window = 3)

« 1-5 words in both directions [where there's afwilllthere's a way.
e Two models
— Continous Bag of Words (CBOW) Target Word

— Skip-gram (pairwise relevance)



Word2Vec - CBOW

word(t
* Continuous Bag of Words 1*( )
* Maximalizes the probability of the target word given the Classifier
context
* Model ,Fake”
— Input: one-hot encoded words Prediction

— Input to hidden weights
*  Embedding matrix of words

Wy _ W
— Hidden layer _'TL / _%L /

* Sum of the embeddings of the words in the context E E E E
— Hidden to output weights
— Softmax transformation ) 1 1 1
* Smooth approximation of the max operator word(t-2) word(t-1) word(t+1) word(t+2)

* Highlights the highest value

"i N
.= et . wilc)t;
S F‘T’ (r;: scores) =
— Output: likelihood of words of the corpus given the context softmax

 Embeddings are taken from the input to hidden matrix {r},
— Hidden to output matrix also has item representations (but not W
used)

Our TRUE target - earning
embedings E
0,1,0,0,1,0,0,1,0.1




Word2Vec — Skip-gram

Maximalizes the probability of the

context, given the target word R
Model Prediction Wy

— Input: one-hot encoded word
— Input to hidden matrix: embeddings

— Hidden state
* |tem embedding of target

— Softmax transformation

— Output: likelihood of context words
(given the input word)

Learning

Shared input/output pairwise

prediction

weights for the same
words

word(t-2) word(t-1) word(t+1) word(t+2)

W

E
T

word(t)

{p(wilf)}f-"51
softnax
{Ti}i'vg

w

E
0,0,00,1,0,0,0,0,0




Word2Vec — Skip-gram

Source Text

B
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Training
Samples

(the, quick)
(the, brown)

(quick, the)
(quick, brown)
(quick, fox)

(brown, the)
(brown, quick)
(brown, fox)
(brown, jumps)

(fox, quick)
(fox, brown)
(fox, jumps)
(fox, over)

http://mccormickml.com/2016/04/19/word2vec-tutorial-the-skip-gram-model/



Word2Vec — Skip-gram

Output Layer
Softmax Classifier

Hidden Layer

Probability that the word at a

Linear Neurons ; ——= randomly chosen, nearby
Input Vector position is “abandon”
0 2
Ml v
0
F —= ... “ability”
0]
0] Z
0] g
A ‘1’ in the position 0 —— . "able”
corresponding to the
word “ants”
0
0]
| .
10,000
positions
300 neurons — .. "zone"”

10,000
neurons



Word2Vec — Skip-gram

e Shared weights for the same input and output word
* Afterwards, apply softmax to get a probability distribution

* Still, too many weights -> sample negative elements to be updated
o Negative sampling, http://mccormickml.com/2017/01/11/word2vec-tutorial-part-2-negative-sampling/

Output weights for “car”

softmax
Word vector for “ants” 3 . _
§ Probability that if you
e X8 ) = randomly pick a word
300 features § nearby “ants”, that it is “car”

http://mccormickml.com/2016/04/19/word2vec-tutorial-the-skip-gram-model/



Paragraph2vec, doc2vec

[Le & Mikolov, 2014]

Learns representation of
paragraph/document

Based on CBOW model

Paragraph/document
embedding added to the
model as global context

paragraph ID word(t-2) word(t-1) word(t+1) word(t+2)



..2vec for Recommendations

Replace words with items in a session/user profile

item(t)

rr 1T 1

item(t-2) item(t-1) item(t+1l) item(t+2)



Prod2Vec

e [Grbovic et. al, 2015]

e Skip-gram model on products
— Input: i-th product purchased by the user
— Context: the other purchases of the user
* Bagged prod2vec model

— Input: products purchased in one basket by the user
* Basket: sum of product embeddings

— Context: other baskets of the user
* Learning user representation
— Follows paragraph2vec
— User embedding added as global context
— Input: user + products purchased except for the i-th
— Target: i-th product purchased by the user
 [Barkan & Koenigstein, 2016] proposed the same model later as item2vec
— Skip-gram with Negative Sampling (SGNS) is applied to event data



Prod2Vec

[Grbovic et. al, 2015]

purchases of user Un

Pic .- | P2 Pisz | .o | Pirc
i Projection ;
h
pi
i-th product

pro2vec skip-gram model on products



Bagged Prod2Vec

[Grbovic et. al, 2015]

emails of user Un

Projection

m-th email

bagged-prod2vec model updates



User-Prod2Vec

[Grbovic et. al, 2015]

——————
--" S G
- -~ -

o o pi S
,’/, T \\\\

y Projection “
I’ \‘
' '
: .
!
\ !

Un | | Pic |- | P pira | [OBie |

\ ’
user M purchases of user Un

-
- -
~ - -
- . —

User embeddings for user to product predictions



Utilizing more information

meta(t-1) item(t-1) item(t) meta(t+l) item(t+2)

* Meta-Prod2vec |Vasile et. al, 2016]
— Based on the prod2vec model

— Uses item metadata
* Embedded metadata
* Added to both the input and the context \(\
— Losses between: target/context item/metadata
* Final loss is the combination of 5 of these losses 7

 Content2vec [Nedelec et. al, 2017]

— Separate modules for multimodel information I
* CF: Prod2vec
* Image: AlexNet (a type of CNN) T
* Text: Word2Vec and TextCNN

— Learns pairwise similarities
* Likelihood of two items being bought together

Classifier

Classifier Classifier

Classifier Classifier

item(t) meta(t)



Follow-up Development

Usually, 1-2 years after a new network is adopted for NPL, it is tested in

RecSys domain
— https://github.com/NVIDIA-Merlin/Transformers4Rec

[ ] ? Transformers4Rec

- Recommended
next items

NLP Transformer architectures

X4 X, X5 Xg Xs

Transformer-XL XLNET

User interactions



https://github.com/NVIDIA-Merlin/Transformers4Rec

Feature extraction from content

* Deep learningis capable of direct feature extraction
—  Work with content directly
— Instead (or beside) metadata
* Images
— E.g.: product pictures, video thumbnails/frames
— Extraction: convolutional networks
— Applications (e.g.):
*  Fashion
* Video
* Text
— E.g.: product description, content of the product, reviews

— Extraction
* RNNs
e 1D convolution networks
*  Weighted word embeddings
*  Paragraph vectors
«  BERT, CLIP, LLMs
— Applications (e.g.):
*  News
*  Books
*  Publications

*  Music/audio
— Extraction: convolutional networks (or RNNs)



Images in recommenders

e Visual BPR [He & McAuley, 2016] Whole new fashion RecSys research

— Model composed of emerged after this. E.g. finding
* Biasterms outfits (i.e. Products matching

* MF model together)
* Visual part
— Pretrained CNN features
— Dimension reduction through ,,embedding”

— The product of this visual item feature and a learned user feature vector is used in the
model

* Visual bias
— Product of the pretrained CNN features and a global bias vector over its features

— BPR loss
— Tested on clothing datasets (9-25% improvement)

_"ﬂ 4096 1 Fx1
- Item
Arch. by Krizhevsky et al. Latent Factors Bia{sies
.| Pretrained Embedding DEX : :g}d) Prediction {g
Deep CNN E -
ltem Visual  Item User

Visual Features Factors Factors Factors



Music representations

e [Oord et. al, 2013]

— Extends iALS/WMF with audio
features

* Toovercome cold-start :
— Music feature extraction e
* Time-frequency representation

* Applied CNN on 3 second
samples

* Latent factor of the clip: average
predictions on consecutive
windows of the clip

— Integration with MF

* (a) Minimize distance between S99 UK oo
music features and the MF’s poc'::?ng
feature vectors

* (b) Replace the item features
with the music features
(minimize original loss)

2048 2048
1536

256

2% 512

mean

= | @l 40

max

35 L2

73




Neural Collaborative Filtering

 NeuMF (He et al., 2017)
* |Instead of a simple dot product, try MLP
* Theoretically, learn more complex
dependencies
 Reported improvements, but...

ayer 2 ",_ MLP



https://d2l.ai/chapter_references/zreferences.html#id106

 NeuMF (He et al., 2017)

* |Instead of a simple dot product, try MLP
* Reported improvements, but

Product

Layer 2 ‘_ MLP

_utwise b

Layer 1 :

Concatenate i
i



https://d2l.ai/chapter_references/zreferences.html#id106

Neural Collaborative Filtering

« NeuMF / NCF (He et al.,, 2017)

* |Instead of a simple dot product, try MLP
 Reported improvements, but...

Table 6: Experimental results for NCF.

* .. wW.rt.under-optimized baselines Pinterest

HR@5 NDCG@5 HR@10 NDCG@10
TopPopular  0.1663 0.1065 0.2744 0.1412
. Often, s|mp|e KNN approaches wins UserKNN 0.7001 0.5033% 0.8610 0.5557
if t d | ItemENN 0.7100 05092 0.8744 0.5629
IT tuned properly P 0.7008 05018 0.8667 0.5559
RP3§ 0.7105 05116 0.5740 0.5650
Table 4: Experimental results for CVAE (CiteULike-a). NeuMF 0.7024 04953 08719 0.3336

Movielens 1M

REC@50 REC@100 REC@300 HR@5 NDCG@5s HR@10 NDCGE@I10
TopPopular 0.0044 0.0081 0.0258 TopPopular  0.3043 0.2062 0.4531 0.2542
UserKINM 0.0683 0.1016 01685 UserEINM 04916 03328 (L&T05 0.3908
ItemEKNMN 0.07T88 0.1153% 01823 ItemENN 0.4829 0.3328 (.65% 0.3500
F":’.:r D.07RE 01151 01754 P3r: 04811 0.533] (G464 03867
RP3g 0.0811 0.1184 0.1799 RPf 0.4922 0.3409 0.6715 0.3991
[temKNN-CFCBF  0.1837 02777 0.4486 MNeuMF 0.5486 {03840 0.7120 0.4569

CVAE 00772 0.1548 05602 SLIM 05589 053901 0.7161 04470



https://d2l.ai/chapter_references/zreferences.html#id106

Session-based Recommendations

with RNNs




Recurrent Neural Networks

* Input: sequential information{( }x

» Hidden state (h,): ")
— representation of the sequence so far

— Influenced by every element of the
sequence up tot

*he= f(Wx¢ + Uhyq + D



RNN-based machine learning

« Sequence to value
— Encoding, labeling
— E.g.: time series classification

« Value to sequence Yi| V2] |3
— Decoding, generation X1 X2 X3
— E.g.: sequence generation

* Seguence to sequence yil |y2| |ys
— Simultaneous X

« E.g.: next-click prediction
— Encoder-decoder architecture

« E.g.: machine translation
X X X
« Two RNNs (encoder & 1 2 3 yil ly21 lys
decoder)
— Encoder produces a vector describing the sequence q E E

» Last hidden state

» Combination of hidden states (e.g. mean pooling)

» Learned combination of hidden states 0
— Decoder receives the summary and generates a new sequence : V1 2

» The generated symbol is usually fed back to the decoder Tl ) ’jjj;..,,

» The summary vector can be used to initialize the decoder =
» Or can be given as a global context
» Attention mechanism (optionally)

X1 X2 X3




Exploding/Vanishing gradients

* hy= f(Wx¢ + Uh¢-1+b)
 Gradient of h; wrt. x1

— Simplification: linear activations
* |n reality: bounded

_ aht — aht aht—1 .”ahz 6h1 — Ut—’]W
dxq Oh{-1 Oht-2 Oh10x1

- [lUll, < 1 > vanishing gradients
— The effect of values further in the past is neglected
— The network forgets

- [lUll, > 1 > exploding gradients
— Gradients become very large on longer sequences
— The network becomes unstable



Handling exploding gradients

« Gradient clipping

— If the gradient is larger than a threshold, scale it
back to the threshold

— Updates are not accurate
— Vanishing gradients are not solved

 Enforce||U||, = 1
— Unitary RNN
— Unable to forget
« Gated networks
— Long-Short Term Memory (LSTM)
— Gated Recurrent Unit (GRU)
— (and a some other variants)



Long-Short Term Memory (LSTM)

« [Hochreiter & Schmidhuber, 1999] fe = o(Wyx, + Uphy_y + by)
« Instead of rewriting the hidden state during ir = o(Wix; + Uihe—1 + by)
update, add a delta op = a(Wyxy + Ushy_y + b,)

= St = Se-r *+ Asy 5, = tanh(Wx, + Uh,_, + b

— Keeps the contribution of earlier inputs relevant ¢ = tanh(Wx, + Uh,, +b)

. . e =froCqg Figoy
« Information flow is controlled by gates h; = o, o tanh(c,)
— Gates depend on input and the hidden state
— BetweenOand 1
— Forget gate (f): 0/1 - reset/keep hidden state

— Input gate (i): 0/1 - don’t/do consider the contribution ~_
of the input

— Output gate (0): how much of the memory is written to f\
the hidden state

« Hidden state is separated into two (read before

you write) — N
— Memory cell (c): internal state of the LSTM cell o
— Hidden state (h): influences gates, updated from > h ou

the memory cell T




Gated Recurrent Unit (GRU)

e [Cho et. al, 2014]

« Simplified information flow
— Single hidden state

— Input and forget gate merged 2>
update gate (z)

— No output gate

— Reset gate (r) to break
information flow from previous
hidden state

« Similar performance to LSTM

zp = o(Wpxe + Uzhey + by)
rn=o0cW.x,+U.h;_y +b,)

Et = tanh(th + Ty © Uht—lu-l_ b)
hy =z oh,+(1—2)0h,

Lo
@ o

ouT




Session-based recommendations

* Sequence of events

— User identification problem

— Disjoint sessions (instead of consistent user history)
* Tasks

— Next click prediction

— Predicting intent
 Classic algorithms can’t cope with it well

— |tem-to-item recommendations as approximation in
live systems

* Area revitalized by RNNs



GRU4Rec

L a ™
e [Hidasi et. al, 2015] { itemID (next) ]

* Network structure [
— Input: one hot encoded item ID

— Optional embedding layer
— GRU layer(s)
— Output: scores over all items / S e items\
— Target: the next item in the session
« Adapting GRU to session-
based recommendations

— Sessions of (very) different length & lots of
short sessions: session-parallel mini-
batching

— Lots of items (inputs, outputs): sampling on GRU layer
the output

— The goal is ranking: listwise loss :
functions on pointwise/pairwise scores y

[ ttemiD |




GRU4Rec

 Observations
— Similar accurar
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GRU4Rec

0.4 -] 0.6
0.3 ' ; e ———

— : 0.4
0.2 —— .
0.1 i %, 0.2

20 15 10 5 0 20 15 10 5 0
List length List length
SKNN V-SKNN SKNN V-SKNN
— GRU4REC SR —— GRU4REC SR
(a) (b)

Hit rate (HR) for two of the e-commerce datasets when reducing the recommendation list

length from 20 to 1. a TMALL, b RETAILR

Session KNN variants may outperform deep learning approaches



Additional topics

Context-awareness

Explanations and interface
Multi-stakeholder and multi-objective
Fairness and biases



Context-aware RecSys

Context-awareness
Eating alone VS. With friends VS. On a conference

¥

P

| r {1

Vs.
While in homepage vs. inheadsetc




RecSys: Context-aware

Context-awareness
Simple method for context incorporation into matrix factorization

k
lﬁuicl...ck = Uy " q; -+ B+ bu - E bgz-jcj
Jj=1

mv, and g;are d dimensional real valued vectors
representing the user u and the item /

m? is the average of the item /i ratings
mb, is a baseline parameter for user u

mbg.is the baseline of the contextual condition ¢;
(factor j) and genre g, of item /

m We assume that context influences uniformly all
the tracks with a given genre

mIf a contextual factor is unknown, i.e., ¢;= 0, then the
corresponding baseline by, is set to 0.

Key design choice:
which contextual axes
and values / granularity
to consider?

Nowadays, more
convenient to
model through DL




Explanations in RecSys

This item was recommended to you because...
- Improve Transparency / Validity checking / Trust in the system /
Persuasiveness / Simplify decision-making / Understand domain,...

- Many different strategies, interfaces, use-cases and source data tried so far

You (don't) like first especially if second.

Session 3B: Interpretatibility and Explainability SIGIR ’19, July 21-25, 2019, Paris, France @ @

second second
Transparent, Scrutable and Explainable User Models for You (don't) like first especially if not second.
Personalized Recommendation
Krisztian Balog Filip Radlinski Shushan Arakelyan® ’
Google Google USC Information Sciences Institute seeen second
London, UK London, UK Marina Del Rey, CA, USA
krisztianb@google.com filiprad@google.com shushan@isi.edu You (don't) like first unless second.

« You like movies that are tagged as "action’, especially those that are tagged as @d @n

‘violent’, such as Aliens.
- You like movies that are tagged as ‘twist ending’, such as A Pure Formality. You (don't) like first if second.

» You don’t like movies that are tagged as "adventure’, unless they are tagged
as ‘thriller’, such as Twister.
first second first

« You like movies that are tagged as ‘cheesy’, such as Who Framed Roger Rabbit? secene

- You like movies that are tagged as ‘australia’, such as Crocodile Dundee I1. Figure 3: Pairwise set interactions allowed in the user model.

First is the tag of the left set and second is that of the right set.
+,-and N indicate positive, negative and neutral average user
appeal, with double symbols indicating stronger signals.

Figure 1: Example summary of a user’s preferences.




Home > MultiMedia Modeling > Conference paper

SpotifyGraph: Visualisation of User’s

Preferences in Music

Conference paper | First Online: 21 January 2021

pp379-384 | Cite this conference paper

@ Access provided by National Library of Technology

Download book PDF & ( Download book EPUB )

Pavel Gajdusek & Ladislav Peska &9

@ Spotify graph

Craph of your musical taste 3.5

[ Daownload graph to JSON
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The Animals
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Simon &
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FFull song
¥Save o liked songs

Don't Let Me Be
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We've Gotta Get out
of This Place

The Ceates

It's All over Now, Baby
Blue

@ It's My Life

@ Bring It on Home to
Me

@ | Put a Spell on You

7N -

H 0:14/030

House of the Rising Sun
The Animals
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It’s Time to Let Go: Stopping Criteria Recommendations in
Content-rich Domains

Matej Scerba Ladislav Peska
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Explanations in RecSys oo o =R
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User Control in RecSys

Normally, it is enough if the system provides the user with recommendati
- But sometimes, the user has certain specific needs / wishes

- Joint models for search and recommendation

- Conversational recommender systems

- Adding controlability/steering for recommendations

Looks Can Be Deceiving: Linking User-Item Interactions and User's Propensity
Towards Multi-Objective Recommendations

Authors: Patrik Dokoupil. Ladislav Peska. (@, Ludovico Boratto Authors Info & Claims

RecSys '23: Proceedings of the 17th ACM Conference on Recommender Systems » Pages 912-918
https://doi.org/10.1145/3604915.3608848

Ignore objective e Less Relevant ® More Relevant o
Ignore objective o Highly Uniform ® Highly Diverse o
Ignore objective o Highly Popular ® Highly Novel o
8 Ignore objective o Highly Exploitative o Highly Explorative 0

- Set high level objectives; re-ranking

From Knots to Knobs: Disentangling Collaborative Filtering
Autoencoders with Sparse Autoencoders

Anonymous Author(s)
Collabarative filtering autoencoder ' Sparse autoencoder (embedded)
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Figure 1: Left: Generic collaborative filtering autoencoder (CFAE) with a bottleneck layer. Right: CFAE with inserted SAE hook.
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Figure 4: Using SAE "knobs" to retrieve desired items while reranking previously retrieved items to better match the query.
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Multi-stakeholder RecSys
Multi-objective RecSys

- You are not alone in the system, others have their needs too
- You may have multiple needs hard to sum into a single objective

* Objective definitions in this context

— Optimize more metrics in addition to accuracy

. Accuracy Novelty

' Relevance of recommendations Unknown to the user,

| e.g., precision, recall, NDCG, etc but potentially interested in

- Diversity Coverage
@ - Recommend something different, User coverage & item coverage

. e.g., different item categories

Kaminskas, M., & Bridge, D. (2016). Diversity, serendipity, novelty, and coverage: a survey and
empirical analysis of beyond-accuracy objectives in recommender systems. ACM TIIS, 7(1), 1-42.




Multi-Stakeholder RecSys

 Why we need MOQO in this context
— The end user is not the only stakeholder

— RecSys should be built by considering the item utility
from the perspective of different stakeholders

ILLINOIS TECH | College of Computing 64



Multi-Stakeholder RecSys

* Objective definitions
— |t varies from domains to domains

— For each stakeholder, there’s at least one objective

* E-Commerce or Marketplace
— Buyer: user preferences on items, budget
— Seller: profits
— Platform: commission fees
— Delivery company: costs and profits

* Job seeking
— Job seeker: user preferences
— Recruiter: talent requirements

ILLINOIS TECH | College of Computing 50



Bias and Fairness Issues

RUTGERS

UNIVERSITY | NEW BRUNSWICK

Tutorial on Fairness of Machine Learning
in Recommender Systems

Yunqi Li Yinggiang Ge Yongfeng Zhang

Rutgers University Rutgers University Rutgers University
yungi.li@rutgers.edu yinggiang.ge@rutgers.edu yongfeng.zhang@rutgers.edu

Tutorial from: https://fairness-tutorial.github.io/



Fairness Issues

2

) RUTGERS

Why Fairness in RecSys? Resources Could be Limited
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Fairness Issues

RUTGERS

Why Fairness in RecSys? Data Could be Biased

* Most RecSys models are ML models trained on some training data

— Training data may encode social bias

— Recommendation models may learn "shotcuts" for decision making

— Model may echo or even reinforce the bias in training data

(A

i <u»r

Job: Software Developer  Job: Software Developer  Job: Software Developer
Gender: Male: Skills: A, B Gender: Male; Skills: B, C  Gender: Male; Skills: A, C
Salary: 2200 Salary: 2700 Salary: 2500

2 g

Job: Registered Nurse Job: Registered Nurse

|

Job: Registered Nurse
Gender: Female; Skills: D, E Gender: Female; Skills: E, F  Gender: Female; Skills: D, F

Salary: 1500 Salary: 1900 Salary: 1600
Training Data
Strong correlationn between Job, Gender and Salary Level,

while the skill feature shows less consistency among samples

Model leamns this strong correlation

Just data debias is not enough because Al doesn't
know which are sensitive features (e.g., gender)

and the approach of fairness is effect-based [2].
Explicit intervention on model is needed.

@

i
Male, Skill: D.E.F

-4

i
Male, Skill: D.E.F

Job Description

Software Developer = Male Salary: 2600

= High Payment

Registered

Nurse (RN)

4— |Job Description
(Salary, Skills, Duties,
Certifications & More}
Female, Skill: A,B.C Salary: 1200 Female, Skill: A,B.C
Registered Nurse = Female
= Low Payment
Model Recommendation

Model echos/reinforces such correlation, the influence
of skills is weakened by the strong data bias.



Fairness Issues

RUTGERS

Potential Consequences of Unfairness in RecSys

=y )
§

Information Asymmetry Matthew Effect Echo Chambers

Knowing a piece of Advantaged users, items, or Unfair, undiversified exposure of

valuable information groups get further propagated news, messages, tweets, etc. may

(e.g., a job opportunity) by recommendations, create echo chamber. Makes it difficult

could change one's life sometimes not because of to explore new ideas and opinions
their good quality but because different from one's own. Makes
the recommendation model is people feel like the whole world thinks
dominated by their data the same way as they think. May even

reinforce someone's extremist ideas




Fairness Issues

RUTGERS

Fairness in RecSys: Beyond Ethics, a Utilitarian Perspective

» RecSys platforms should consider fairness for the sake of themselves

— Not only for legal regulations, but for the sustainable/long-term development of the platform

An e-commerce example A social network example
Big retailors vs. Small retailors Star accounts vs. Grassroot accounts
If products from small retailors (e.g., family Videos from famous accounts (e.g., a film star) usually
workshops) do not have fair exposure opportunity get more attention, but if videos created by grassroot
by e-commerce recommender system, they may accounts do not have any exposure opportunity to
eventually leave since they cannot survive in the users, they may leave the platform, making the
platform, making the platform unsustainable. platform's contents less diversified and even boring.

11



Cascade of Biases

« Matthew Effect: Bias + Loop

« Biases amplification along the Data
loop:

« Biases would be circled back H Biases

into the collected data data

* Resulting in “Matthew effect”
issue: the rich gets richer User

System

Bias ampllflcatlon

Biases in results

» Damaging the ecosystem of RS

=‘#J

Managable through
exploration promotion




 Selection Bias

Definition: Selection bias happens in explicit feedback data as
users are free to choose which items to rate, so that the

observed ratings

ratings.
3|4
1
2|3

are not a representative sample of all

3|4 5 I

Selection bias

pr (U, 1) # pp (U,1)

n >
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(a) Random
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Rating probability

1
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(b) User-selected
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1Tobias Schnabel, Adith Swaminathan, Ashudeep
Singh, Navin Chandak, and Thorsten Joachims. 2016.
Recommendations as Treatments: Debiasing Learning
and Evaluation. In ICML.

2B. M. Marlin, R. S. Zemel, S. Roweis, and M. Slaney,
“Collaborative filtering and the missing atrandom
assumption,” in UAI, 2007 17



« EXposure Bias

» Definition: Exposure bias happens in implicit feedback data as
users are only exposed to a part of specific items.

» Explanation: A user generates behaviors on exposed items, making
the observed user-item distribution p;(u, i) deviate from the ideal
one py (u, i).

O

VAN

Exposure bias

| P D=po(U) o171 [1




- Exposure Bias

T Implicit feeaback ||

0
11111 pr (U, 1) = pp (U, i) ol1]1]1 pr(u,i|r=0)=0 11111

...... Exposure ....... ...... User ....... ...... Item .......
i Policy of RS i Background Popularity
TS
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« Conformity Bias

 Definition: Conformity bias happens as users tend to behave
similarly to the others in a group, even if doing so goes against
their own judgment.

Conformity bias

4 - . 5
a3 | Pr(ru )= po(rlu)—373T2

_/
/\31435 ﬁ

Public opinions ,

20



* Position Bias (Presentation Bias more generally)

 Definition: Position bias happens as users tend to interact with
items in higher position of the recommendation list.

11011 . , 11111
Position bias

110(1 1

11111 1 (1

Recommended For You View all - -
ER //4'[ pr(u, 1) # pp (U,i) ]

GINGER
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= % Cursor 1 User exposure will be
art writing perfectly 1 ” I 1 “y
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\
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Grammar and Spell Checker ... CrxMouse Chrome’ "~ Gestures Checker Plus for Google Cale... BookmarkSlebar 7 User Judgments alSO Wl” be
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De-biasing Off-line Evaluation

» https://dl.acm.org/doi/pdf/10.1145/3240323.3240355

3.1 Average-over-all (AOA) evaluator

popular items: : az _:lgl: a4 _: In prior literature, R(Z) was estimated by taking the average over
Sy ey em Ty ey e all observed user feedback S} :
long-tail items: l\bl," [\bz:l [\bz:l *\bs:ll *\ba:ll ';b,l\f u

z

1
..’al'.@'a;'. oy, ,rz; Vo e @) e Roa )= Z 11501 ,.;; )

(6)

- Nt — 1 1 p_ 1 ) AR

22 ) @) i 1o by =l 2 Toos O 2 Gu) Ous Fag e ()", (3
my om S ueld “1€Su VUl je5, where n; = ¥, cq/1[i € S| and n} = Zuetties;, Osi-

7 by, s\b;, 1. b :E E'““ .. a .\bl % bs 'b, ) However, empirically, n; is not directly observable. To addres

1 4 9 10 11 42 ranking 3.2 Un]]iﬂsed evaluatﬂr

this problem, we observe that n} is sampled from a binomial distr
bution* parameterized by n;, that is, n; ~ B(n;, P« ;). Therefore, :
relationship between n; and nj can be built by bridging the generz
tive model (eqn. 13) with the following unbiased estimator:

. . . To conduct unbiased evaluation of biased observations. we leverage
Figure 1: A hypothetical example to illustrate the evalua- the IPS fr. Kk th . h ob . ith the
tion bias that results from use of the AOA evaluator. Three € a:_newur [ 6_’ 22] that we1ghts each o serlvat]an wi
recommenders generated distinct lists of recommendations, IVEISE of its propensity, where the term propensity refers to the
Z!, z% and 75, for the same user. Among the shaded items tendency or the likelihood of an event happening. The intuition By n;: o (nt) (14
that were preferred by the user, the ones with a solid bor- s to down-weight the commonly observed interactions, while up- M ¥ :
der were;b“;‘gg by ;‘:;emmel:;d“s' The Perﬁ:;‘_’“;‘:]‘:“ weighting the rare ones. In the context of this paper, the probability
measured by »an results are presented in Table 1. Py i is treated as the pointwisc propensity score. Thercfore, the IPS

*

1-
Therefore, n; o (n’?)Ty. We use this as a replacement for the

unbiased evaluator is defined as follows: unobserved n; in eqn. 13, which results in an unbiased P, ; estimato
Table 1: The true and estimated DCG values for three rec- . that is determined by only the empirical counts of items:
ommenders in Fig. 1. R(Z) denotes the ground truth, and B (2|P} _ L Z 1 Z c(Zy,i)
Raoa(Z) denotes the AOA estimations. The AOA estimator IPS N |4 |Sul Py i p. - * (rz;l) 15
outputs larger values when popular items are ranked higher. u teu (7) e (ni) (

1 1 c(Zy )
Estimator | 2! 22 Z° = Z Sal Z 7 u’_: :
R(Z) | 0463 0463 0494 uelf T jes, !

Raoa(Z) | 0585 0340 0390



https://dl.acm.org/doi/pdf/10.1145/3240323.3240355

Outlook

More complex task-specific architectures (bit boring)

Scalability issues (sparse EASE variants)

User controll + Large Language Models (Conversational RecSys)
Evaluation issues (evergreen)

System -> Ecosystem (normal in industry, not so much in papers)



