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Fairness issues in RecSys and IR

» News recommendation/social networks

» Does the suggested articles close me into some opinion bubble? What if these
features are

learned indirectly?

» Fairness of the presented opinions on controversary subjects

» Job matching & marketplaces
» Am | omitted from the list of possible applicants just because [black/old/female...]

» Is one content provider favored over others?

» Finance domain
» Why am | not recommended for loan? Why is my credit score lower/higher?

» E-commerce

» Is this product being recommended because it is the best for me... or because the
provider earns the most from it?




Fairness in General

» Equality of opportunities

» ,,You should not be disqualified /mistreated based on generic statistics that should not
affect the outcome*

» ,,You will not get the job because you are female“

» What about already biased inputs?

» Equality of outcome

» ,,Submission vs. acceptance ratio for male/female authors should not differ, if they
differ, countermeasures should be taken

» s this still fair?

» Someone may be in ,higher need* of getting help vs. Someone had been mistreated in the past.

» Fairness vs. proportionality




‘ RUTGERS More on biases in

RS soon...

Fairness in Machine Learning — Causes

Data Bias

User Interaction

« Statistical Bias: non-random « Behavioral Bias
sample; record error + Presentation Bias

» Historical Bias: biased decision

Algorithmic Bias Data Algorithm
. . . » Historical Bias « Popularity Bias
« Ranking Bias: exposure allocation + Sociel Bias Ronkins i
» Evaluation Bias: mappropriate T =
benchmarks
®
Mehrabi, Ninareh, et al. "A survey on bias and fairness in machine learning." arXiv preprint arXiv:1908.09635 (2019). 15

Castelnovo, Alessandro, et al. "The zoo of Fairness metrics in Machine Learning." arXiv preprint arXiv:2106.00467 (2021).




Fairness in Machine Learning — Methods

Pre-processing

Try to transform the data
so that the underlying
discrimination is
removed.

[n-processing Post-processing

Try to modify the
learning algorithms to

Perform after training by
accessing a holdout set
remove discrimination which was not involved

during the model training during the training of the

process. model.

17

Mehrabi, Ninareh, et al. "A survey on bias and fairness in machine learning." arXiv preprint arXiv:1908.09635 (2019)




Fairness in Machine Learning — Basic tasks

Fairness 1n Classification Fairness in Ranki




Fairness in Ranking — Introduction

Unsupervised criteria: the average exposure near the top of the ranked list
to be equal for different groups [71][72][75]

i

Supervised criteria: the average exposure for a group to be proportional
to the average relevance of that group’s results to the query [65][67]




Fairness in Ranking

« Fairness Concerns: A conceptual and T T
computational framework that allows the 0820().336081“
formulation of fairness constraints on “ & S
rankings in terms of exposure allocation. 0, & M— |
E|o & BT s e
« Job seeker example: a small difference in Faegie
relevance can lead to a large difference in sQ BT |
exposure (an Opportunity) fOI‘ the group a6nJ mRelevance O Prob. of interview (Exposure)

of females.

Reasonable if relevance

has direct probabilistic
interpretation

Singh, Ashudeep, and Thorsten Joachims. "Fairness of exposure in rankings." SIGKDD’2018.




Fairness in Ranking
e Method: r = argmax, U(r|q) s.t.r is fair

*  Exoosure for a document di under a probabilistic ranklng P as:
Exposure(d;|P) = Z P; jvi Exposure(Gi|P) = Z Exposure(d;|P)
j=1 d; Gy

« Demographic Parity Constraints:

|G

Exposure(Go|P) = Exposure(G1|P) & fTpv =0

. _ 1]dieGo 14, 'dieGy
(with f; = 57 - 6.7)

Singh, Ashudeep, and Thorsten Joachims. "Fairness of exposure in rankings." SIGKDD’2018



Fairness in Ranking

« Figure (a) 1s optimal unfair ranking
that maximizes DCG.

 Figure (b) 1s optimal fair ranking
under demographic parity.

« Compared to the DCG of the unfair o

ranking, the optimal fair ranking has 3fj
slightly lower utility with a DCG. o

Singh, Ashudeep, and Thorsten Joachims. "Fairness of exposure in rankings." SIGKDD’2018
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(b) DCG=3.8031




Fairness in Ranking

Based on P_i,j = probability of document i being recommended at position j (for some query g

- Linear programming

We will see in Section § 3.4 that not only does R imply a doubly
stochastic matrix P, but that we can also efficiently compute a
probabilistic ranking R for every doubly stochastic matrix P. We can,
therefore, formulate the problem of finding the utility-maximizing
probabilistic ranking under fairness constraints in terms of doubly

stochastic matrices instead of distributions over rankings.
P = argmax u’Pv (expected utility)

st. 1Tp =17 (sum of probabilities for each position)

P1=1 (sum of probabilities for each document)
0<P;;=<1 (valid probability)
P is fair (fairness constraints)

Note that the optimization objective is linear in N 2 variables Pij,1=
i,j < N. Furthermore, the constraints ensuring that P is doubly
stochastic are linear as well, where 1 is the column vector of size N
containing all ones. Without the fairness constraint and for any v;
that decreases with j, the solution is the permutation matrix that
ranks the set of documents in decreasing order of utility (conform-
ing to the PRP).

Now that we have expressed the problem of finding the utility-
maximizing probabilistic ranking, besides the fairness constraint,
as a linear program, a convenient language to express fairness
constraints would be linear constraints of the form

f'Pg = h.

3.5 Summary of Algorithm

The following summarizes the algorithm for optimal ranking under
fairness constraints. Note that we have assumed knowledge of the
true relevances u(d|q) throughout this paper, whereas in practice
one would work with estimates #i(d|g) from some predictive model.

(1) Set up the utility vector u, the position discount vector v, as
well as the vectors f and g, and the scalar h for the fairness
constraints (see Section § 4).

(2) Solve the linear program from Section § 3.3 for P.

(3) Compute the Birkhoff-von Neumann decomposition P =
Py + 8Py + - - - + 0,Py,.

(4) Sample permutation matrix P; with probability proportional
to 0; and display the corresponding ranking r;.

Individual fairness
variants can be expressed
via f & g vectors



Fairness in Recommendation — Challenges

1O @ 4

More Multiple Models Extreme Data
Perspectives And Goals Sparsity




Taxonomies

— Single-sided vs. Multi-sided

— Static vs. Dynamic




Group Fairness vs. Individual Fairness

Group fairness requires that the protected groups should be treated simi
advantaged group.

Group = Male
Advantaged

Group = Female
Protected

Require the same acceptance rate for both male
and female job applicants



Group Fairness vs. Individual Fairness

 Individual fairness requires that the similar individual should be treated s

Image source: https://mitibmwatsonailab.mit.edu/wp-content/uploads/2020/04/Leadspace-Gettylmages-598952582.jpg



Group Fairness in Recommendation

- Fairness concerns: The unfair recommendation quality between user groups with differen
e.g., number of interactions.

- Unfairness of current recommender systems:
— Active users only account for a small proportion of users.

~  The average recommendation quality on the small group (active) is significantly better tha
remaining majority of users (inactive) for all baselines.

>
(=)

Ratio between Active and Inactive users

W
(=]

—
(=)

= |nactive = Active

Rec. Performance
(%]
(]

j & |
BiasedMF NeuMF STAMP
Active = Inactive == Qverall
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Li.Y et al. “User-oriented Fairness in Recommendation” WWW’21.



Active vs. Inactive groups

Fairness on user side: Fairness requirements in recommender systems may ¢
users.

Recommender
System

Inactive




Group Fairness in Recommendation

Fairness-aware Algorithm: A re-ranking

method with user-oriented group fairness
constrained on the recommendation lists
generated from any base recommender
algorithm.

Experiment Results: Improve fairness;
Improve recommendation quality of overall
and disadvantaged users. However, the

performance of advantaged users is reduced
to satisfy our fairness requirement.

Li.Y et al. “User-oriented Fairness in Recommendation” WWW’21.

n N
. 2 WifSijl———

Preference o

max
Vi == of item j
st. | UGF(Z1,22, W) <¢ |~ Fajirness constr
N
ZW,-J- =K,Wij€{0,1} — :
= Top-K list
Beauty
Overall Adv. Disadv. UGF
py  Orig. | 1427 |[30.68  1277| | 17.91
s I Fair | 15.06 | [19.18  14.68| | 4.50
- NDea  Omig. | 4325 | [67.79  41.00[ | 26.79
Fair | 43.97 | |5251 43.19
Improvement of overall Disadv. 1
accuracy 1
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Individual Fairness in Recommendation

« Fairness concerns: the position bias which leads to disproportionately:
attention being paid to low-ranked subjects (position bias).

» No single ranking can achieve individual attention fairness.

« Equity of Amortized Attention: A sequence of rankings {1,2, ... m} offer e
amortized attention if each subject u receives cumulative attention proporti
her cumulative relevance:

attention Zln;l agl ?;1 aéz
L , VUi, Uiz
m .l m .l
relevance lel ril =1 ri2

Biega, A. J. et al. “Equity of Attention: Amortizing Individual Fairness in Rankings” SIGIR’18.



Individual Fairness in Recommendation
Method (Offline optimization):

minimize Z'Ai —Ri| | ——» Fairness (L1 norm over ¢
I

subject to | NDCG-quality@k(p’, p’*) >0, j=1,....m.|

- Experiment Results:

— Improving equity of attention is crucial: the discrepancy between the
received and the deserved attention can be substantial.

— Improving equity of attention can often be done without sacrificing much
rankings.

Integer linear programming (re-ranking) https://en.wikipedia.org/wiki/Integer programming

Biega, A. J. et al. “Equity of Attention: Amortizing Individual Fairness in Rankings” SIGIR’18.


https://en.wikipedia.org/wiki/Integer_programming

Assoclative Fairness vs. Causal Fairness

Find the discrepancy of statistical metrics between individuals or sub-populations.

In binary classification, fairness metrics can be represented by regularizing the
classifier's positive or negative rates over different protected groups.




Associative Fairness vs. Causal Fairness

 Fairness cannot be well assessed only based on association
notions [46-49].

e Difference:

— Reason about the causal relations between the protected
features and the model outcomes.

— Leverage prior knowledge about the world structure in the
form of causal models, help to understand the propagation
of variable changes in the system.

https://en.wikipedia.org/wiki/Causal model



https://en.wikipedia.org/wiki/Causal_model

Counterfactual fairness

 Counterfactual fairness i1s an individual-level causal-based fairnes
requires that for any possible individual, the predicted result of the learn
should be the same in the counterfactual world as in the real world.

ADMISSION RATE A

get an offer?

B Female ®Male

\l .': i Gender =F o
Gender = M gPA 3.6 $-~;5
# GPA=36 =« AT = 700 21\
?9%%% ? saT=700 - =
Tﬂ * Get Offer! = Offer’??’?
Offer O@r ;T-’W
114 $ i
No offer No offer _
ad

Associative Group Fairness Counterfactual Fairness




Associative Fairness in Recommendation
J(P,Q,u,v) +U

« Method:

« EXxperiment Results: the experiments on synthetic and real data sh
minimization of these forms of unfairness is possible with no significant inc
reconstruction error.

min
PaQauav

Loss for recommender model

Fairness constraint

\

Unfairness

Error

Value

Absolute

Underestimation

Overestimation

Non-Parity

None
Value
Absolute
Under
Over
Non-Parity

0.887 £ 1.9¢-03
0.886 £ 2.2¢-03
0.887 + 2.0e-03
0.888 + 2.2¢-03
0.885 £ 1.9¢-03
0.887 £ 1.9¢-03

0.234 £ 6.3e-03
0.223 + 6.9¢-03
0.235 £ 6.2e-03
0.233 £ 6.8e-03
0.234 £ 5.8e-03
0.236 £ 6.0e-03

0.126 4 1.7e-03
0.128 £ 2.2e-03
0.124 £ 1.7¢-03
0.128 + 1.8e-03
0.125 + 1.6e-03
0.126 £ 1.6e-03

0.107 £ 1.6e-03
0.102 £ 1.9e-03
0.110 £ 1.8e-03
0.102 + 1.7¢-03
0.112 £ 1.9¢-03
0.110 & 1.7e-03

0.153 £ 3.9¢-03
0.148 4 4.9¢-03
0.151 + 4.2e-03
0.156 + 4.2¢-03
0.148 + 4.1e-03
0.152 = 3.9¢-03

0.036 =+ 1.3e-03
0.041 = 1.6e-03
0.023 £+ 2.7e-03
0.058 + 9.3e-04
0.015 = 2.0e-03
0.010 £ 1.5e-03

Yao, Sirui, and Bert Huang. “Beyond Parity: Fairness Objectives for Collaborative Filtering” NIPS’17




Causal Fairness in Recommendation

 Fairness Concerns: Counterfactual fairness for users in recommendatio

« Definition: A recommender model is counterfactually fair if for any poss
u with features X = x and Z = z, for all L, and for any value z’ attainable b

P (L. || X x

N

Top-N recommendation list  Insensitive features  Sensitive features

for user u with sensitive
features z

Li. Y et al. “Towards Personalized Fairness based on Causal Notion” SIGIR’21

Z

=2 =P(ly | X=22Z=72)

R
indirect discrimination
A—>R—>Y
A Y
/ direct discrimination
A—>Y
ble effects E




Causal Fairness in Recommendation

 Fairness Concerns: Counterfactual fairness for users in recommendatio

« Definition: A recommender model is counterfactually fair if for any poss
u with features X = x and Z = z, for all L, and for any value z’ attainable b

Li. Y et al. “Towards Personalized Fairness based on Causal Notion” SIGIR’21

Figure 2: Causal relations for general recommendation mod-
els. For a given user u, X;;, and Z,, are insensitive and sensi-
tive features of u, respectively. H, is the user interaction his-
tory. r;, is the user embedding. C,, is the candidate item set
for u. S, are the predicted scores over the candidate items.
The red circled nodes are used to emphasize the impact of
the sensitive features on the final recommendation list.



Causal Fairness In Recommendation

- Method: Generate feature independent user
embeddings through adversary learning.

—  Filter Module: filter the information about
sensitive features from user embeddings

— Discriminator module: predict the
sensitive features from the learned user
embeddings.

Experiment Results:
— Improve fairness

— A little sacrifice on recommendation
performance

Li. Y et al. “Towards Personalized Fairness based on Causal Notion” SIGIR’21

Discriminator mod

o

Ley | | Lez [®® | Lex
I i

Cl Cz e o0 CK
S & ¥

=M = @00
r, @00

— Lpec

Filter module \
MoiveLens

AUC-G AUC-A AUC-O

Orig. | 0.7697 | 0.8428 0.6024

PME SM  ]0.5389 |0.5560 0.5289

CM | 0.5532 | 0.5951 0.5396




Fairness in Group Recommendation

« Group Recommendation: recommend items to groups of users whose prefe
be different from each other.

« Fairness Concerns: maximize the satisfaction of each group member while mi
the unfairness (the imbalance of user utilities inside the group) between them.

o Fairness Definitions: The individual utility of user

. in group g when a set of items
—  Least Misery: FLM(g, I) = mln{TU(u, I), Vu & g} are recommended to the group.
— Variance:  Fyar(9,I) =1 —Var({U(u,I),Yu € g})
(Xueg U, 1))

— Jain’s Fairness: F(g,I) =
Jain’s Fairness: F(g,I) U3 e, Uu, I)2

min{U (u, I),Vu € g}
max{U (u,I),Vu € g}

—  Min-Max Ratio: Fum(g,I) =

Xiao, Lin, et al. "Fairness-aware group recommendation with pareto-efficiency." Recsys’17



Fairness in Group Recommendation

« Group Recommendation: recommend items to groups of users whose prefe
be different from each other.

« Why not just aggregate individual preferences of users?

Xiao, Lin, et al. "Fairness-aware group recommendation with pareto-efficiency." Recsys’17



Fairness in Group Recommendation

« Method:

— The Social Welfare (SW (g, 1)): overall utility of all users inside the group
group recommendation 1.

— The Fairness (F(g,1)): a function of U(u,Il),Vu € g,VI.
— Multi-Objective Optimization: A - SW(g,I)+ (1 —X) - F(g,I)

« EXxperiment Results: The results indicate that considering fairness can iTpro

quality of group recommendation.

\

A, RG 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
FaK 0.0260 | 0.0817 | 0.0877 | 0.0953 | 0.1019 | 0.1041 | 0.1046 | 0.1053
NDCG@K | 0.0697 | 0.2200 | 0.2287 | 0.2334 | 0.2394 | 0.2423 | 0.2440 | 0.2421

Xiao, Lin, et al. "Fairness-aware group recommendation with pareto-efficiency." Recsys’17



Fairness in Group Recommendation

Possible issues:
- Fairness metrics does not consider ranking




Fairness in Group Recommendation

Possible issues:
- Ranking aware fairness
- Greedy algorithm GFAR

What a fair top-N might look like?

« The top-N, will be even fairer to a group if it seeks to balance the
relevance of the items across the group members for each prefix of the

top-Ng

i ? AVG LM
@ @ @ 417 25 e e i q
@ 383 25 J J" /__ﬂ_

b
;I B 90 65 75
40 40 30 367 3 e —

4.0 1.5 5.0 3.5 1.5

05 | 30 | 10 | 15 | 05

Rank-sensitive balancing of relevance!

L 9

https://slideslive.com/38934807/ensuring-fairness-in-group-recommendations-by-ranksensitive-b
relevance?ref=speaker-41949

https://dl.acm.org/doi/10.1145/3383313.3412232



https://slideslive.com/38934807/ensuring-fairness-in-group-recommendations-by-ranksensitive-balancing-of-relevance?ref=speaker-41949
https://dl.acm.org/doi/10.1145/3383313.3412232

Fairness in Group Recommendation

3.1 GFAR’s definition of fairness

For a group member u € G, let pirel |u, i) be the probability that
item i is relevant to u. We estimate pirel |u, i) as:
plrel ju, i) = Borda-rel{u, i) : - 0)
E-jEtn-p-N'u Borda-reliu, j)

Following Xiao et al. [18), we define Borda-rel({u, i) = |{ : rank
(j.top-Nu) > rank(i, top-Nu).¥; € top-Nu }|, where, from above,
ranki(i, top-N,, ) is the rank of item i in u's top-N candidate items,
which are obtained using the s(uw, i) scores predicted by the under-
lying recommender algorithm.”

Let also p{— rel ju, S) be the probability that none of the items in
set 5 are relevant to user w. Then, we derive the probability that at
least one item within § is relevant to u, pirel |u, 5), as follows:

pirel |u,5) = 1 — p{=rel Ju, 5)
=1=- 11{1 - pirel |u, i)
iE

Now, from pirel |u, §) for each group member u € G, we define
fi(5) as the sum of each group member’s probability of finding at
least one relevant item within the set 5:

f(8)= Z pirel |u,5) = E 1- ]_[{1 - plrel [w. i)} (3)

uely ueEls iES

*A more obvious definition is pirel Ja, i) = 5w, i1/ E joc s, j), where C C [ are
the candidate items. Compared to Eq. 1, this did not work well in our experiments. The
probahle explanation is that it relies too heavily on the actoal siu, i) valoes, whereas
Eq. 1 uses their ardering.

define th rrifial gain -l.-.- chion [ that m_r.r_a :n we al:ll:l a
-. set 8, f{i, S), as:

fli,5) = fisu{i}) - fi5) (4)
Using Eq. 3 and Eq. 4, we can obtain the following:

fii,8) = Z&[p{rcl Ju, i) q{r-p{ml Ju, i)} (5)
e JE

Then, we can define an ordered set to be fair if there is balance in
each prefix of the set. In other words, the first item in the set should

and so on up to

[0S
fair(0S) = Z f(OS[k], {i € OS : rank(i, 0S) < k})  (6)
k=1

A natural alternative is to find an approximation of 05" using a
greedy algorithm. The GFAR greedy algorithm starts with an empty
set, 05 = {}. At each iteration, it inserts into the ordered result set
the item i* from the remaining candidates (i.e. C Y O5) that gives
the highest marginal gain:

i* = arg max f{i, 0S) (&)
ieC\ 08



Fairness-preserving Group Recommendations With User Weighting

Ladislav Malecek, Ladislav Peska

Group
recommendations

e Greedy algorithm
- Selecting best w.r.t. proportional sum of relevance scores (combined relevance & fairness principles)
- Proposing rather , overal good” items than per-user best

e Can utilize per-user weights (results are proportional w.r.t. weights)
- Suitable for long-term fairness of permanent groups

See the paper for algorithm details & evaluation
Source codes: https://github.com/LadislavMalecek/UMAP2021




Fairness in Group Recommendation

We consider group recommending strategy as fair if all users receive items with approx. the same sum of estimated

relevance scores. This statement should hold for all prefixes of the recommendations list.

1: Input: group members u € G, andidate items ¢ € C, relevance
scores ry ¢ € R, number of intems k, user’s weights v,,; > v, = 1

. Output: ordered list of group recommendations L{‘g
L =];TOT =0;Vu:ry =0

. forie [0,...k| do
force C\ Lg do
TOT, = TOT + 3y, Tuc
Yu : e, = max(0,TOT; v, —ry)
gaing = )y, min(ryc, e,)
end for
10:  Cpest = argmaxy.(gaing); append cp,q; to Lg
1 Yuiry =ry+rypests TOT = Yy, 1y
12: end for
13: return Lg

(-]

7]

L -

TOT.: total relevance of so far recommended objects (plus the relevance of the considered one)
e,: not yet accounted relevance share of the current user (how much did we ignored this user in the past?)

« vy weight of individual user. Can e.g. adjust the lack of fairness in previous recommendation sessions

gaing: sum of per-user relevances of considered item (but only the fair portion of per-user relevances are considered)

« for example, if some user is over-represented and his/her e, = 0, relevance w.r.t. this user is completely ignored when

calculating the best next object.

L I
my; My Mg m Mz Mg my Mz M3

Figure 1: Example of proportionality vs. utility tradeoff. Fig-
ure depicts three lists (L, L, f] and their score w.r.t. evaluation mel-
rics my, my, my. For simplicity, consider that all metrics has the
same weight (w; = wy = wy). Dashed line denotes exactly pro-
portional fraction of the total utility (i.e. mean utility in the case
of equal weights). green bars denote proportional part of metric’s
utility, while red bar denotes excess over it. L provides perfectly
proportional results, but its overall utility is inferior. L has the high-
est mean ultility (dashed line), but it is highly disproportional. We
consider L to be the best option as the sum proportional fractions
of metric’s utility (sum of green bars) is largest.




Fairness in evaluation

» Popularity bias (more popular => much more attention)

» Biased historical data (missing not at random) => (unbiased) learning algorithm => biased
recommendations

» => biased off-line evaluation (same bias vector => better results)

» => discrepancy between off-line and on-line evaluation

» How to evaluate methods fairly?




Fairness in evaluation

» Inverse propensity score

» Weight results by the inverse to the propensity score
» (probability of being noticed by the user)
» Definitions may vary on available information
» Based on general item’s popularity

» Based on recommended positions

» Based on user’s actions within the page




De-biasing Off-line Evaluation
» https://dl.acm.org/doi/pdf/10.1145/3240323.3240355

popular |I:em5' .Fﬂ-z-llgl:-ﬂ;-l.
long-tail items: bl l\bz J\b;; . W5 J\bﬁ ! b-;
[ J[ms Jima 2 [ 100 30D 30D 3 3 > ()t
'é_;:"j.’_;:'l}’; ‘Fﬂ-z-l'.bl ! t'5 ) b‘; E"El"“.
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!
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Figure 1: A hypothetical example to illustrate the evalua-
tion bias that results from use of the AOA evaluator. Three
recommenders generated distinct lists of recommendations,
Z', 7% and Z*, for the same user. Among the shaded items
that were preferred by the user, the ones with a solid bor-
der were observed by recommenders. The performance was

measured by DCG, and the results are presented in Table 1.

Table 1: The true and estimated DCG values for three rec-
ommenders in Fig. 1. R{.’E’ ) denotes the ground truth, and
ﬁﬁm(Z] denotes the ADA estimations. The AOA estimator
outputs larger values when popular items are ranked higher.

zt o z¢  Z3
0.463 0.463 0.494
0.585 0.340 0.390

Estimator
R(Z)
Raoal(2)

3.1 Average-over-all (AOA) evaluator

In prior literature, R(Z) was estimated by taking the average over
all observed user feedback S;;:

1
Raoa(Z) = — |'U| Z @ ;ggl e(Zui)

1 1
= C{Zu,i}‘ Oy, i
Ul 24 Tres, Out 2o

(6)

3.2 Unbiased evaluator

To conduct unbiased evaluation of biased observations, we leverage
the IPS framework [16, 22] that weights each observation with the
inverse of its propensity, where the term propensity refers to the
tendency or the likelihood of an event happening. The intuition
is to down-weight the commonly observed interactions, while up-
weighting the rare ones. In the context of this paper, the probability
Iy i is treated as the pointwisc propensity score. Therefore, the IS
unbiased evaluator is defined as follows:

e 1 c(Zu.1)
Rips(Z|P) = i u;{ Sl Z P

iES:. 1 {7]
i Y 2 o
= S T
Ul S 1Sul S Pus

P i (n;)y

(13

where nj = ¥ eqq1[i € Syland nf = ¥ cqq ijes;, Os,i
However, empirically, n; is not directly observable. To addres
this problem, we observe that n} is sampled from a binomial distr
bution* parameterized by n;, that is, n}‘ ~ B(nj, P i). Therefore, :
relationship between n; and n} can be built by bridging the genere
tive model (eqn. 13) with the following unbiased estimator:
At L. ( ,,’;)Y - nj
ni

ﬁ I = (14
o« (n} ) 3
unobserved n; in eqn. 13, which results in an unbiased p., ; estimato
that is determined by only the empirical counts of items:

Therefore, n; . We use this as a replacement for th.

pt,i o (n:)(%ﬂ)

(15
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