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How to express user preferences

Feedback variants for users




Implicit feedback

User’s actions will speak for themselves...




Implicit feedback

» Server-side (limited expressibility)
» Client-side (triggered JS events)
» Beyond (eye tracking, other biometrics)

» Limited applicability (lab studies)
» Can provide leads on interpretation of the previous two




Implicit feedback

Server-side
» Stream of visited pages
» Asynchronous loading of page content (e.g. more results)

» Proxy for time on page / dwell time (very coarse)

» http://www.hongliangjie.com/publications/recsys2014.pdf (RecSys 2014 best paper)

» Not much information available

» But non-intrusive & cannot be turned off or altered easily



http://www.hongliangjie.com/publications/recsys2014.pdf

Implicit feedback

Client-side
» Any JS event can be captured, processed and stored...
» But which ones are relevant?
» And also... what is their semantics? Does it differ from explicit feedback?
» How to interpret implicit feedback?

» How to establish negative preference from implicit feedback?

» Peska, IPIget: The Component for Collecting Implicit User Preference Indicators
https:/ /www.researchgate.net/publication/305495313_IPIget _The_Component_for_Collecting _Implicit_User Preference_Indicators



https://www.researchgate.net/publication/305495313_IPIget_The_Component_for_Collecting_Implicit_User_Preference_Indicators

What to Collect as Implicit feedback

Not very explored area
» Domain dependence (how surprising®©)

» Mostly, academic researchers work with pre-collected datasets

» The decision on what to collect was already done

» Not many known industry papers with details on implicit feedback collection

However...




What to Collect as Implicit feedback

Not very explored area

However... common identifiers (cummulative feedback):

>
>

>

(count of) page visits => object visits
Time on page / dwell time

» Beware to count only while focus is on the page
(http://www.hongliangjie.com/publications/recsys2014.pdf)

Objects consumption statistics (playcounts, viewtime, purchase, add to basket,...)

!l Impressions !!! (what was shown to the user)



http://www.hongliangjie.com/publications/recsys2014.pdf

What to Collect as Implicit feedback

Identification

User ID
Page ID
Sezsion ID

Images count: total number of images

Text size: number of letters of textual content
Links count: total number of links

Page size: vertical and horizontal size of the page
n pixels

Window size: vertical and horizontal size of the
browser visible window

Object list: list of displayed objects within the
page and their respective positions

Page vaniables (e.g. searched text, page type etc.)

Start and end of visit

poremeters
Peska, IPIget: The Component for Collecting Implicit User Preference Indicators
https://www.researchgate.net/publication/305495313_IPIget _The_Component_for_Collecting Implicit_User_Preference_Indicators
» Main target: small e-commerce vendors fime
» Previously mentioned events
» Other aggregated events: print, search, copy, text selection (not much usable)
» Non-numeric data (searched text, selected text,...)
» Context of events N
» Scrolling to coordinates preference
» Mouse position sampling
» Mouse over pre-defined elements
» Basic page statistics

» Vol. Of text, images, links
» page dimensions, window dimensions
» position of elements

» Page params (e.g. Catalogue, menswear,...)

Time on page: total time spent on the page
Page view count: # the page was opened
Mouse click count: # of the mouse click event

Mouse moving time: total time the mouse cursor
Was moving

Mouse distance: total distance traveled by the
cursor

Scrolling time: total time the page was scrolled
Secrolling distance: total distance scrolled

Print page count

Select text count: number of times the text was
selected

Copy text count: number of times the copy
action was initialized

Forwarded to link count: number of times the
vser followed a link from this page

Purchase process start: user started the process of
purchasing an item

Purchase finished: user finished the purchase
successfilly

Non-numeric
preference
indicators

Selected and copied text
Description of links user followed
Log file

ally sending local
nding data__B

C

WEB SERVER



https://www.researchgate.net/publication/305495313_IPIget_The_Component_for_Collecting_Implicit_User_Preference_Indicators

What to Collect as Implicit feedback
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Feedback and Presentation Context in
Recommender Systems




What to Collect as Implicit feedback

» Collect visible area through time (scrolling position
dimensions)

» Store areas covered with page components

» Items in category page

wummwum-nmmmnmm Toledo pat b
Nstonckym masiim Spandisaa
- Tokeao,

RIS s » Areas focused on item’s features

- SkMGnndTow letecky Rt‘ll ol =, @2
: "" R mm'l » Calculate visibility => noticeability of individual co

98 - 280 Jomon t\uuu s00K2
NE‘EV"‘ORKAFILADELFIE - METROPOLE

) Zverne vibs na ikt costs do New Yorku 3 Feadeife 23 eminim do mule: galen na

I » If the item is clicked, it should be more preferred than not-
clicked ones with high-enough noticeability

https://link.springer.com/article/10.1007/s13740-016-0061

PPI 2017, Stuttgart, Germany Peska, Vojtas: Towards Complex User 11
Feedback and Presentation Context in
Recommender Systems


https://link.springer.com/article/10.1007/s13740-016-0061-8

How to interpret numeric implicit feedback

» Combine all implicit feedback features to estimated user rating

» Standard recommender systems can be used afterwards

f \ A B [+
Dwell time: 10s _ IE
| Scrolling: 100px T Rating: 0.2
L Mouse movement:250px y \
2 Dwell time: 100s s 2 . 1E
| Scrolling: 200px [ —[ Rating: 0.8 ]—>
L Mouse movement:450px

» The more the better hypothesis
» Normalize data (Time on page vs. Scrolling distance vs. Vol. of visits)

» (shifted) standardization, cummulative distribution function, log transformation

» Make a hypothesis about what particular values mean and then confirm it via user study




How to interpret numeric implicit feedback

» Combine all implicit feedback features to estimated user rating

» Standard recommender systems can be used afterwards

( ) [(E==== ATETT
.| Stream of JS events: mouse [ _[ Rating: 0.2 ]_,
motion, keyboard, scroll
9 ) ——
2_ ( ) S 2— —
_| Stream of JS events: mouse o
motion, keyboard, scroll —[ Rating: 0.8 ]—>

. J/ -

» Use feedback linked with positive/negative preference

» Ratings, purchases
» Train ML predictor to predict this based on other implicit feedback features

» Note that positive preference indicators are usually very sparse => bootstrap / stratified sampling / weighting

» Make individual preference estimators per feedback type & ARG PREFRNENCER G SO PR AK g:?ug, B ARG COMBIATION FURCTION
their aggregator (WAVG, fuzzy logic,... TIME ON PAGE 150 sec —>  giNGI E FACTOR | o'aq > COMBINATION | PREFeRENCE. |
seres ( ’ y logic,... MOUSE CLICKS 10 —»| PREFERENCE ::-::;;3 METHOD (@0) |—> 0,41 —> " orarem
» In case of insufficient data or specific model in mind USER RATING = > HETHOD i) [~ "o 45—~ Anerative improvements i
o ) ) o . rédbkkhbn 4 mrAcMnmml ¢ SUCCESS METRIC(S)
https://www.researchgate.net/publication/283526661_How_to_interpret_implicit_user_feedback, e, g DEPENCNNGCE Ui iwc 841) CONVERSIONS, SALES, stc.
https://www.ksi.mff.cuni.cz/~peska/wims13.pdf %w
| USER FEEDBACK 5
| € [ECOMMENDATIONS



https://www.researchgate.net/publication/283526661_How_to_interpret_implicit_user_feedback
https://www.ksi.mff.cuni.cz/~peska/wims13.pdf

How to interpret numeric implicit feedback

» Construct single (complex) implicit feedback based proxy for user preference

» Standard recommender systems can be used afterwards

Dwell time: 10s

| Scrolling: 100px

Mouse movement:250px

L2

Dwell time: 100s
Scrolling: 200px

L Mouse movement:450px

1)

;

.[ Active time: 10s ]—> [

2

» Active dwell time [not confirmed by literature]

» Time spent on page

-[ Active time: 20s ]-»

» But counted only if some other events are detected in close temporal proximity => user is active




How to interpret numeric implicit feedback

» Construct single (complex) implicit feedback based proxy for user pre

» Standard recommender systems can be used afterwards

Dwell time: 10s
Scrolling: 100px

4 . ZTE
L Mouse movement:250px |
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by literature]

nted only if some other events are detected in close temporal proximity => user is active



How to interpret numeric implicit feedb

Is that all we can do?
» Negative Implicit Feedback

» Low values of feedback features on particular object

» Implicit feedback on object’s categories

» Context of User Feedback

» Same values may have different meanings

PPI 2017, Stuttgart, Germany Peska, Vojtas: Towards Complex User 16
Feedback and Presentation Context in
Recommender Systems




Context of user feedback

PPI 2017, Stuttgart, Germany Peska, Vojtas: Towards Complex User 17
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How to interpret numeric implicit feedb

»  Context of the user
> Location, Mood, Seasonality...

> Can affect user preference

> Out of scope of this paper (and this lecture©)
»  Context of device and page

Page and browser dimensions

Page complexity (amount of text, links, images,..., https://aclanthology.org/N04-1025.pdf)

Device type

Datetime

vV v v v v

Can affect percieved values of the user feedback

1 ipsum dolor sit amet, consectetuer adipiscing elit, sed diam nonummy nibh euismod tincidunt
goreet dolore magna aliquam erat volutpat. Ut wisi enim ad minim veniam, quis nostrud exerci
tation ullamcorper suscipit lobortis nisl ut aliquip ex ea commodo consequat. Duis autem vel eum
iriure dolor in hendrerit in vulputate velit esse molestie consequat, vel illum dolore eu feugiat nulla
facilisis at vero eros et accumsan et iusto odio dignissim qui blandit praesent luptatum zzril delenit
augue duis dolore te feugait nulla facilisi. Epsum factorial non deposit quid pro quo hic escorol.

1
orem ipsum dolor sit amet. :

Duis autem vel eum iriure dolor in hendrerit in vulputate. :

* Souvlaki ignitus carborundum e pluribus unum. :
* Defacto lingo est igpay atinlay. 1
* Epsum factorial non deposit. :
1

PPI 2017, Stuttgart, Germany Peska, Vojtas: Towards Complex User 18
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https://aclanthology.org/N04-1025.pdf

How to interpret numeric implicit feedb

» Pages may substantially vary in length, amount of content etc.

» This could affect perceived implicit feedback features

» Leveraging context could be important

» Consumption statistics may significantly vary for different device types

» (http://www.hongliangjie.com/publications/recsys2014.pdf)
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Figure 3: The relationship between the average dwell time and
the article length where X-axis is the binned article length and
the Y-axis is binned average dwell time.
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Figure 4: The relationship between the average dwell time and
the number of photos on a slideshow where X-axis is the binned
number of photos and the Y-axis is binned average dwell time.



http://www.hongliangjie.com/publications/recsys2014.pdf

How to interpret numeric implicit feedb

> IPIget component for collecting user behavior

Implicit Feedback Features Contextual features

f1 View Count c1 Number of links

f2 DwellTime ¢, Number of images

f34 Mouse Distance and Time

c3 Textsize

Scrolled Distance and Time . :
fse ¢4 Page dimensions

f7 | Clicks count cs Visible area ratio

fg Hitbottom of the page ce Hand-held device

r  Purchase

PPI 2017, Stuttgart, Germany Peska, Vojtas: Towards Complex User 20
Feedback and Presentation Context in
Recommender Systems




How to interpret numeric implicit feedb

Our approach

> Several imlicit feedback and contextual features are collected:
fl, an ﬁ] Cuo - Cl, e C]]

> Learn estimated rating 7;, , for visited objects based on feedback and context

,» 1he more the better” heuristics (STD, CDF)

> Machine learning approach (dec. trees, lasso regression, ada boost)
> Incorporate context
> As further feedback features (pass it on to the ML algorithm)
> As baseline predictors (what is the average feedback for this context value?),
re-scale actual values
> Iﬁarn rating N glb}bjects as in traditional recommenders
Nyor™
PPI 2017, Stuttgart, Germany Peska, Vojtas: Towards Complex User

Feedback and Presentation Context in
Recommender Systems

3.

https://arxiv.org/pdf/1612

. For each content consumption context C', collect the histor-

ical per-item time spent data and compute the mean i and
standard deviation o ¢, both in log space.

Given a new content item ¢’s time spent ¢; in its context C},
log(ti)—pg;

fe b
Compute the normalized dwell time of item 7 in the article

space: t; article = exp(Lgrticle T Tarticle X #i)-

compute the z-value in log space: z; =

https://dl.gi. de/handle/



https://dl.gi.de/handle/20.500.12116/916
https://dl.gi.de/handle/20.500.12116/916
http://www.hongliangjie.com/publications/recsys2014.pdf

Negative preference from implicit
feedback

Can my consumption say | dont like it?

PPI 2017, Stuttgart, Germany Peska, Vojtas: Towards Complex User 22
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Negative preference from implicit feedback

Object detail level
» If more is better... ,,not-enough“ might mean | do not like it?
» Where is the borderline?

» https://dl.acm.org/doi/10.1145/2479787.2479800

» (below average implies negative - maybe not the best idea)

» Google Analytics: bounce rate (leaving the page immediately after openning it)

» But why?
» Did | waited too long to load page?
» | clicked on it accidentally?
» | found sth. better in the meantime?
» The short description looked good, but it was missleading / did not cover important drawbacks
» Would this transfer into decreased feedback values?



https://dl.acm.org/doi/10.1145/2479787.2479800

Negative preference from implicit feedback

The lack of positive feedback on object detail level

» https://link.springer.com/content/pdf/10.1007%2F978-3-642-02247-0 47.pdf
» RecSys for jobs

» If the job was openned, but no positive action was recorded (applying /saving for later /...), consider it as
negative

» Applied to extend user profile similarity (both users disliked similar jobs)

» But do we have the full information?
» User could just bookmark the job outside

» User could simply leave interesting offers open


https://link.springer.com/content/pdf/10.1007%2F978-3-642-02247-0_47.pdf

Negative preference from implicit feedback

» De-noising binary implicit feedback (SATtisfied /DisSATtisfied click)

» Static (e.g. only count clicks with >30sec click dwell time)

» Context-aware

- N —— (Ea====)
| Dwell time: 40s — _[ Rating: 0 ]_,
Page context
— ( \ A B L =
| Dwell time: 100s . - i
Page context Rating: 1
\ J 8

https://dl.acm.org/doi/pdf/10.1145/2556195.2556220

Feedback from search engines, text query

» Query topic, query types / page topic, reading difficulty g1
Use click dwell time, known SAT / DSAT labels =

Decision trees: identify relevant context segments [strange] 2

TTUTUYOY T
o nnn

E(p.b)

» Fit Gamma distribution for both SAT, DSAT and each segment o ]

» Predictor based on actual dwell time and SAT / DSAT params.



https://dl.acm.org/doi/pdf/10.1145/2556195.2556220

Negative preference from implicit feedback

» De-noising binary implicit feedback (SATtisfied /DisSATtisfied click)

» Static (e.g. Only count clicks with >30sec click dwell time)

» Context-aware

( ) (= Moperict)

| Dwell time: 40s L _[ Rating;o ] ETETC

Page context

L y —
( \ A B < —
| Dwell time: 100s | - (=T
Page context Rating: 1
. _J .

» https://arxiv.org/pdf/2006.04153.pdf

» ,False-positive interactions are harder to fit in the early stages. According to the theory of robust learning
easy samples are more likely to be the clean ones and fitting the hard samples may hurt the generalization.

» Discard or reduce weight for train interactions with high initial loss 0.8 30
oy . . 0.7 - I:AIInirir‘hmuims

» No need for additional types of feedback with this approach A [

0.5 ,fﬁ'{l
gu f
0.3 I L af
0.2t m;ﬁf’ﬂ 2k
0.1 k 1k
0.0 L L 0.0 L 0.0 - .
1] 10000 20000 30000 1] 10000 20000 30000 1] 10000 20000 30000
Training iteration Training iteration Training iteration

{(a) Normal Training (b) Truncated Loss (c) Reweighted Loss


https://arxiv.org/pdf/2006.04153.pdf

Neg. Pref. from category-level feedback

List of objects (impressions needed)
» If | (repeatedly) ignore it, | probably dislike it
» How many times do | have to ignore it?
» Could it be that | just did not pay attention for this specific part of the page?
» What is the chance that | changed my mind?
» We can consider uniform chance of item being unnoticed
» We can consider fixed chance of being unnoticed for certain position
» https://link.springer.com/article/10.1007/s11257-021-09311-w

» We can consider that items are evaluated sequentially
» If the item below was clicked, this one is probably observed as well
» TODO: ref [I| know there is one, just could not find it]

» We can have detailed feedback with objects’ visibility information
» https://link.springer.com/article/10.1007/s13740-016-0061-8



https://link.springer.com/article/10.1007/s11257-021-09311-w
https://link.springer.com/article/10.1007/s13740-016-0061-8

If you have detailed implicit feedback...

= If user selects some objects from the list, we take it as an
evidence of his/her positive preference.

» User prefers selected object(s) more, than other displayed &
ignored objects

» We can form preference relations:
IPR.., (selected obj. > ignored obj.)

» Intensity of the relation based on the level of visibility
for both items

» Visibility of clicked item considered as sufficient -> if the
visibility of ignored was lower, strength of the relation
decreases

= In paper, CB extensions for relations (maybe not the best
idea)

https://link.springer.com/article/10.1007/s13740-016-0061-8



https://link.springer.com/article/10.1007/s13740-016-0061-8

Neg. Pref. from category-level feedbac

» https://dl.acm.org/doi/pdf/10.1145/2959100.2959150

» Use eye tracking camera to observe fixations on certain page areas

» Gaze prediction for grid-based user interfaces

0
» Movielens, YouTube, Netflix,... bl I I I l . l I
>0.0-
» Where would the user look within the page 8., ! rowlndex
S RN ERERER
» Gaze prediction model Fes -
(eye fixation on grid cell exists + time of eye fixation) & .
» Position, dwell time, distance to closest existing action E% l . . . . . .
0 1 2 3 4 5 6
» Both left-right & top-bottom decrease clearly apparent owtndox et it oo et awelTime st piot
> If sufficient dwell time, fixation probability is close to 1 for all positions £ ' §oo |t g
2 oss N 2 0%
» Note, no scrolling included in the experiment § 050 ﬁﬁi § oot
= (.45 ) = 2 092
[ i 050 i pag
0.40 L . + 088wy 0
a 1 2 60 80100120140160180200
rowlndax columnlndex dwellTime

Figure 6: Fitted probabilities for different positions
and the effects plot of position feature and dwell time
PPI 2017, Stuttgart, Germany Peska, Vojtas: Towards Complex User in predicting whether a displayed movie is fixated

Feedback and Presentation Context in using logistic regression. No significant interaction
Recommender Systems is found


https://dl.acm.org/doi/pdf/10.1145/2959100.2959150

Implicit Feedback

How does the industry feel about that?




Implicit Feedback

How does the industry feel about that?
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Non-numeric feedback

How reviews improve personalization




Non-numeric feedback

» Textual reviews

Radek99 drirded viechny recenze uZivatele 2

Trochu tendencni film o nadhernéem a stale jesté mystickém svété vysokohorského Tibetu a jednom mladém
Rakusanovi (na Heinricha Harrerz ale po uvedeni filmu prasklo, 22 byl v mladi nacista a vie asi bylo trochu jinak,
nez jak to liéi tenhle Zivotopisné se tvafial film). KaZdopadné nékieré pasaZe snimku jsou vyslovené povedens -
absazeni Tibetu Einskou lidové-demokratickou armadou, Dalajlama nevéficné osahdvajicl Harreravy plavé viasy
¢i Dalajlamovo opojeni svétem filmu., Meni to tak silné a autentické jako nékteré jiné filmy s obdobnou
tématikou tykajici se Dalzjlamy, Tibetu &i jeho anexe, ale i tak se jednd o nadprimémé filmové dila.. (svij
moZny potencial ale vyuZil jen tak na 73 %, Jean - Jacques Annaud natodil jiZ mnohem lepsi a hlubsi filmy...viz
Jméno riZe & Boj o oheni...) (27.09.2007)

» Semi-textual reviews
dejv

Hodnoceno 25.09.2019, varianta 32° ViewSonic VX3276-2K-MHD

ViewSonic® wer

Dlouho jsem poohlizel po levném a velkém monitoru. Tento monitor je v nizké cenové relaci a jak se fika za malo penéz hodné muziky

llPS‘ € cCena @ zatim zadné
€ velikost
€ Kvalita

€ IPs




Textual reviews

» Main usage:

» Rating prediction from reviews
» Multi-criteria rating prediction

» Explanations

» How:
» (explicit) Sentiment analysis
» https://dl.acm.org/doi/abs/10.1145/3109859.3109905 (restaurants)
» https://dl.acm.org/doi/10.1007/s11257-015-9157-3 (hotels, fixed aspects)
» Latent Dirichlet Allocation (and related approaches)

» https://ieeexplore.ieee.org/abstract/document/8813018



https://dl.acm.org/doi/abs/10.1145/3109859.3109905
https://dl.acm.org/doi/10.1007/s11257-015-9157-3
https://ieeexplore.ieee.org/abstract/document/8813018

Textual reviews

» Sentiment analysis https://dl.acm.org/doi/abs/10.1145/3109859.3109905

» A Multi-criteria Recommender System Exploiting Aspect-based Sentiment Analysis of
Users’ Reviews

» ,,SABRE“ framework, Output: aspect, sub-aspect, its relevance for review & its sentiment
https://link.springer.com/chapter/10.1007/978-3-319-46135-9 4

» Aspect modeling as relatively simple frequency analysis - most common nouns [room for improvement]

» Afinn wordlist for sentiment (annotated words) / DL model for sentiment prediction

» Neighborhood-based recommendation model

» Treat each aspect as independent rating, use multi-dimensional euclidean distance
(serialize pairs of item-aspect into a single vector)


https://dl.acm.org/doi/abs/10.1145/3109859.3109905
https://link.springer.com/chapter/10.1007/978-3-319-46135-9_4

3. Pick another ball from the new ground
and you have & single word

Textual reviews

» https://ieeexplore.ieee.org/abstract/document/8813018 o h

nnnnn

» Customer Reviews Analysis With Deep Neural Networks for E-Commerce —
Recommender Systems —____ - ———

Do this 5 times to get 5 words out for the document

» Latent Dirichlet Allocation (LDA, https://en.wikipedia.org/wiki/Latent_Dirichlet_allocation ,
https://towardsdatascience.com/light-on-math-machine-learning-intuitive-guide-to-latent-dirichlet-allocation-437c81220158 )

» Documents; fixed set of latent topics; each document is a mixture of topics, each topic is
characterized as a distribution over words The way to do this is to minimise the KL divergence between the approximation

» Assume generative model for documents and true posterior as an optimisation problem. Again I'm not going to swim

> Several ways to learn) €.g. Variational inference But we'll take a quick look at the optimization problem

P}’*: Q‘[’* 3 )\* = 31gmiﬂ(»y,¢,,\)D(Q(91 Z. ﬁh’a qba A)Ilp(g“ Z, ﬁ|D1 a, ?7)

v, & and A represent the free variational parameters we approximate 6,z and
with, respectively. Here D(q| |p) represents the KL divergence between q and p.
And by changing vy, and A, we get different g distributions having different
distances from the true posterior p. Our goal is to find the y* , ¢* and A* that

minimise the KL divergence between the approximation g and the true posterior

.


https://ieeexplore.ieee.org/abstract/document/8813018
https://en.wikipedia.org/wiki/Latent_Dirichlet_allocation
https://towardsdatascience.com/light-on-math-machine-learning-intuitive-guide-to-latent-dirichlet-allocation-437c81220158

Textual reviews

» https://ieeexplore.ieee.org/abstract/document/8813018

» Customer Reviews Analysis With Deep Neural Networks for E-Commerce
Recommender Systems

» Latent Dirichlet Allocation (LDA) on all user reviews

» Get binary user-attribute matrix (sparse) [ cuctomer roviews User Atroutes
Latent Dirichlet Allocation Extracted Attributes Matrix
-> DL [maybe redundant] for dense vector Py | P = L—-—] et
-> Nearest neighbor model for rating prediction — = P nm——
(user-user similarities) ‘WJ HW:J
o /

| ! User-Deep features |

Matrix
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https://ieeexplore.ieee.org/abstract/document/8813018

Textual reviews

» https://dl.acm.org/doi/pdf/10.1145/3412841.3442065
» Utilizing Textual Reviews in Latent Factor Models for Recommender Systems

» Latent Dirichlet Allocation (LDA); document = all reviews for item
» Use LDA to get item-attributes, use them in matrix factorization

» Joint optimization model for MF based and LDA based parts

» EM procedure for optimization

FT 100,62 = > (rui— i) + Allpull3 + 1B:ll3 + bull3)
u,icT
—pl(T" [ 0.4.2)

(14)
where © = {a, by, bi, pu. qi} and ® = {0, ¢} represent the set of pa-
rameters of the LFM and LDA model, respectively. The first term of
Equation 14 represents the prediction error corresponding to LFM,
the second term represents the regularization of model parameters
by. bj, pu and the third term represents the log-likelihood of the
corpus of ratings and users from Equation 11. The parameter gy € R*
trades-off the importance of these two effects. We observe that in



https://dl.acm.org/doi/pdf/10.1145/3412841.3442065

Textual reviews

» http://ceur-ws.org/Vol-2068/exss8.pdf [vision paper]

» Explaining Recommendations by Means of User Reviews

» Extract & summarize arguments about products from reviews

» Use them in Personalized explanations

Challenges:

Linguistically analyzing review texts via argument mining
and stance detection.

Identifying important concepts for a target user via an
attention-based mechanism.

Deriving an argumentation flow via multiple applications of
the attention-based mechanism.

Unifying the linguistic analyses and the attention-based
mechanism.

Explained item

The hotel is in & gantral shopping re mendation
lterm —s| [26atien with ots of sopoing O —teacn——0
m and satarias nearby, yet only ¥
few meters from the heach. Linguistic
L argument mining and

stance detection

Recommender system

Figure 1. In our framework, a review is analyzed linguistically and via
an attention-based mechanism. This allows to implement an argumen-
tation flow based on information provided in the review while deeply
integrating the user. Eventually, a personalized recommendation is pre-
sented together with individual arguments for or against this product.

\
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What would the user be willing to do?
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What would the user be willing to do?

Most users do:
» Filter content manually

» Browse categories
» Apply facet search
» Mostly direct mapping to object’s attributes
» Use fulltext search
» Can be utilized in the construction of attribute-level preferences

» Beware of long-term preferences vs. short-term goals

All users do:
» Evaluate & consume content:

» Browse items, open details, read content, play, purchase,...

» Preferences based on implicit feedback




How to model UP

Tenative solutions for show-cases
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How to model UP

Simple movies recommendation:

» Task: discover what to watch tonight

» How to use UP: Collaborative recommendation of movies
Basic model of UP:

» Preferences on movies (rating, watching)

» If insufficient data: openning movie details, top search results

Enhancements:

» Learned (confirmed) preferences towards genres (multiple confirmation, enough data)
» Learned (confirmed) preferences towards other named entities (actor, director)

» List-wise preferences (Y was selected from results of XYWZ)

» Remember impressions, not just usage




How to model UP

(Food) Recipes recommendation:
» Task: help to decide what to cook
» How to use UP: personalized searching, front-page recommendation
Basic model of UP:
» Preferences on recipes (likes, add to list, reading sufficiently long)
» Preferences on ingredients (search count, contained in prefered recipes, confirmation?)

» Ingredients granularity?

Enhancements:
» Learned preferences towards tags & attributes
» Verify on a well-known subset of users (RecSys OPS)

» Best out of similar choices

» Which goulash does the user prefer? Would that say something more generic about him/her?

» Should we allow users to further refine recommendations?

» Faceted recommendations
(https://www.researchgate.net/publication/301321425 FeRoSA A Faceted Recommendation_ System for



https://www.researchgate.net/publication/301321425_FeRoSA_A_Faceted_Recommendation_System_for_Scientific_Articles

How to model UP

Group music recommendation:
» Task: create a background music playlist for an evening with friends

» How to utilize it: fairness-aware playlist construction

» Individual preference
» Track -> Album -> Artist (playcount, play from search, likes)

» Maybe, preferred sequences (low-level audio analysis, but probably not for individual users)

» Group preferences

» Playlist modifications




Preference Elicitation




Preference Elicitation

» [WIKI] Preference elicitation refers to the problem of developing a decision
support system capable of generating recommendations to a user, thus assisting
in decision making. It is important for such a system to model user’s preferences
accurately, find hidden preferences and avoid redundancy.

» Not really a definition
» The process of collecting user preferences to support decision making systems
» Often considered w.r.t. restricted meaning of initial preference elicitation

» Usually restricted to explicit feedback

Traditional methods (2004):
https://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.319.8057&rep=rep1&type=pdf



https://en.wikipedia.org/wiki/Decision_support_system
https://en.wikipedia.org/wiki/Recommender_system
https://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.319.8057&rep=rep1&type=pdf

Preference Elicitation

» Additive independence of preferences

» Preferences of items is a function of it’s features preferences (WAVG)

Mutual Preferential Independence : The attributes X' = |x,.....x_} are mutually preferentially
independent if every subset Y of X is preferentially independent of its complementary set.
Theorem of Additive Value Function Given atributes X' = {x....x |, n=3 . an additive

value function ﬂx,,...,x"}=235vl.(xl.} (where vand v, are scaled from zero to one. and

i=1
z A =1, 4 > 0)exists if and only if the attributes are mutually preferentially independence.

Addmve Independence: If the value function can be wrote as additive model namely the
condition of mumally preferentially independence is met, the attributes are said to be additive
independent.




Preference Elicitation

» Additive independence of preferences

Mutual Preferential Independence : The attributes X' = {x....,x_} are mutually preferentially
independent if every subset Y of X is preferentially independent of its complementary set.
Theorem of Additive Value Function Given atributes X = {x....x_}, n=3 . an additive

value function v{xl._,...,xﬂ}:z,l!vi(:g} (where vand v, are scaled from zero to one, and

th =L A > 0)exists if and only if the attributes are mutually preferentially independence.
i=l

Additive Independence: If the value function can be wrote as additive model namely the
condition of mutually preferentially independence is met, the attributes are said to be additive
independent.

» Similar as LMPM - only value functions does not
have to be linear

Question

Hypothesized answer

l. Suppose you are al Size=20. Would you pay more of]
Size to change Distance from 60 to 30 or 30 w 07

[ would pay more to go from 60 to 30.

2. More to go from 60 to 50 or 50 to 07

More 1o go from 50010 0.

3. Give me a value, d * sav, such that you would give up the
fsame in Size o go from 60 o d as from d "o 0.

LAbout x =40

H. In our language, 40 5 the midvalue point between 0 and
0. We label 40 by ﬂrj . What is your midvalue point
between 0 and 407

Let & say 15, 1d pay the same to go from 40 1o 15 as 15 1o
.

5. In that case d.Ts =15 What 1= your midvalue point Oh, about 48
between 40 and 607

6. This means that @ ,; = 48 . Does 40 seem like a good U™
midvalue between 15 and 487

7. Mow let & turn to the Size value. What 1s the midvaluefSay, 18,
point between 10 and 307

[B. The midvalue between 18 and 307 [Sary, 23.

9. The midvalue between 10 and 187

13.

Then we can plot these few points and fairs in the curves of v, (distance) and v¢(size).

| —+— yalue function for Distance D
w(D)

u.:r: EQ\“‘H“J\

0.5

D.2: -\msn

0 10 20 30 40 50

|+vnlm function for Size S |

‘;[SII 30
0.75
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Preference Elicitation

» Knowledge-based RS with preference elicitation
» Start either with known example

» Or initial search

UKRADVAN TILLAGE. TV badroon tebab gt spertasat L, Eriaicten, hvil, el v
mmummmmhmmmmmm These apartments bave a cheager rest.
e :
Phoce 312-93455¢ | 2-bedrone m b~ et FILLWOE 2 el Hustvood fove, ‘
- S soce ooz, e,y deng: o e e S |
= . e T &
n“msoﬁwmd’ | vnzmete | aoam | 90 | (e tom |
f ke
|

These apartments are cheaper, bul are in other neighborhoods.
mmm-;s&;mm Hobwd - S=o°

o e v b ylocgr e icoondl scond
m momnm’l?m”.ﬂ

Figure 2 Tweaking an apartment in RentMe




Preference Elicitation

» Choice-based preference elicitation for collaborative

filtering recommender systems
https://dl.acm.org/doi/10.1145/2556288.2557069

» Not based on meta-data, but latent factors

» ,,The basic idea behind our approach is, thus, to use latent item
features derived from the rating matrix and request preferences
for sets of similar items instead of single items.“

» ,,Since the number of interaction steps needed should be
minimized, we developed a technique based on latent factors to
achieve a maximum information gain with each choice.“

Sets

0i08°0° o
I D i
o 0“0
_ : ¢ Factdrl
?—E—g—e'i-m;—
0 Ch DC)D?
i ' S51a 518

] Sets

o
09g%z0" o
__6_6___.___5_95_
g E 9 Factor 1
O GGE
] .}’O
SJA SIE

Recommendations

N, A
Figure 2. For each factor f taken into account, two sets of
movies S;, and Sg are presented to the user. One set shows
movies with low factor values, the other movies with high
factor values. The user selects one of these sets (or indicates
that he/she doesn’t care). After a defined number of steps, a set
of recommendations is computed.



https://dl.acm.org/doi/10.1145/2556288.2557069

movielens

What kind of movie fan are you? Distribute 6 points among the groups of movies below to represent your preferences. MovieLens
will then recommend movies personalized to your selection.

Next © Remaining points:
Representative

Pre fe re n Ce E li Ci ta ti O n - | courage, earnest, touchin | dark humor, enigmatic, masterpiece

Apolio 13 Million + .0 1 Fargo The ) N
Using Groups of Items for Preference Elicitation ‘W) i SN | e A oot
Representative ~ E] L o

in Recommender Systems movies ——— |
https://dl.acm.org/doi/pdf/10.1 145/2675133.2675210 based on a comic, dark hero, superhero | computer game, explosions, sci-fi
» New users can begin by ex.pressi ng their poims s © Imm ' IA.. i : . e .
preferences for groups of items Riasl
» Utilize clustering to generate groups For each movie group, we first pick the top-three tags
that both uniquely describe and are highly relevant to
» Based only on movie ratings the group. Therefore, we define the measure of tag
uniqueness as Equation 1 and tag relevance as Equa-
» For each cluster: select tags, then select best tion 2. We pick the three tags with the highest multi-
matching movies plication of uniqueness and relevance. (Multiplication
is used to handle different scales of the two metrics.)
» Get avg. ratings of users with similar cluster prefs:
Choosing a group was an easy way to express my preferences. (Easy) Tﬁf‘.(t C)

s =] 1% | ER unique(t,c) = (1)
:lam — N >c.ecTel(t. ci)
ﬁ_ 'm‘- s .m rel[:t c)

Chioosing & growp was 8 fun way to express my preferences. (Funj TEIEU&HCE(t C) (2)

pnlﬁr'ﬂ 2""‘. 3 -42% ZE eT. TEI(fEh C)
pones = | 23% - ER where t denotes one of the tags T, that appears in clus-
T 26% B ter ¢, and C' denotes all the clusters. Note that rel(t, c)
T 25 orcznage e is the aggregated relevance of tags £ to all movies in clus-

ter ¢. In our implementation, we use relevance between
Reaponse [l gl disagres il Dsagre [ euta [l gree Mllsoncly agme a tag and a movie generated from the Tag Genome [31],



https://dl.acm.org/doi/pdf/10.1145/2675133.2675210

Preference Elicitation

Ordered Preference Elicitation Strategies for Supporting Multi-

Objective Decision Making
https://arxiv.org/pdf/1802.07606.pdf

» Utilize full ranking of items

» User starts with two items, then iteratively place one more item at
each step

» How to select what to ask?

» Gaussian process (model mean and variance for each datapoint)
(https://ebonilla.github.io/gaussianprocesses/, https://github.com/chariff/GPro )

» Expected improvement acquisition function
(https://www.csd.uwo.ca/~dlizotte/publications/lizotte _phd_thesis.pdf)

(a) Pairwise Comparisons

(b) Ranking

(c) Clustering (2 clusters)

(d) Top-Rank (top 3)

Figure 2: Possible outcomes of different query types for items a-g,
with utilities u(a) > ... > wu(g). The arrows represent the prefer-
ence information expressed by the user (preferred — unfavoured).
Different elicitation strategies lead to different orderings: full rank-

ing returns a total ordering (b); the other query types typically lead
to partial orderings.

pairwise ranking

— frue utility + datapoints =-=- GP meaan GP variance


https://arxiv.org/pdf/1802.07606.pdf
https://ebonilla.github.io/gaussianprocesses/
https://github.com/chariff/GPro
https://www.csd.uwo.ca/~dlizotte/publications/lizotte_phd_thesis.pdf

Preference Elicitation

» https://dl.acm.org/doi/pdf/10.1145/2792838.2796554 (Healthy recipes recommend

» What was the main cause of your decision?

» Video:
https://onedrive.live.com/?authkey=%21ALYePnWOfOCHOUQ&cid=60DCO855E37985A6&id=60DCO855E37
&parld=60DCO855E37985A6%2149101&0=0neUp

» Relatively simple tag-based approach



https://dl.acm.org/doi/pdf/10.1145/2792838.2796554
https://onedrive.live.com/?authkey=%21ALYePnW0fOCHOUQ&cid=60DC0855E37985A6&id=60DC0855E37985A6%2149418&parId=60DC0855E37985A6%2149101&o=OneUp

Preference Elicitation

» https://www.frontiersin.org/articles/10.3389/frobt.2017.00071/full (Constructivep

» There exist many types of queries, like lotteries, pairwise or setwise rankings, improvement
share the goal of being easy to answer to and as informative as possible.

» Choice set feedback

» Coactive feedback (how to slightly improve a solution? - can be done from implicit feedback)
https://www.jair.org/index.php/jair/article/view/10939

» Example critiquing

» Queries involving comparisons and rankings have come to be predominant in the literature with res
quantitative evaluations.

» Indeed, users are typically more confident in providing qualitative judgments like “I prefer
configuration y over y” than in specifying how much they prefer y over y’ (Conitzer, 2009; Carson a
Louviere, 2011). \



https://www.frontiersin.org/articles/10.3389/frobt.2017.00071/full
https://www.jair.org/index.php/jair/article/view/10939
https://www.frontiersin.org/articles/10.3389/frobt.2017.00071/full#B13
https://www.frontiersin.org/articles/10.3389/frobt.2017.00071/full#B9

