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ABSTRACT

In this paper, we imagine the situation of a typieaommerce
portal employing personalized recommendation. Sugfbsite
typically receives user feedback from their implizéhavior such
as time on page, scrolling etc. The implicit feedb& generally
understood as positive only, however we presergraémethods
how to identify some of the implicit feedback agatve user
preference, how to aggregate various feedback typgsther and
how to recommend based on it.

We have conducted several off-line experiments wéhl user
data from travel agency website confirming thagtirg some
implicit feedback as negative preference can sicanitly improve
recommendation quality.

Categoriesand Subject Descriptors
H.3.3 [Information Systems]: Information Search and Retrieval -
Information Filtering

General Terms
Measurement, Human Factors.

Keywords
Recommender systems, negative implicit feedbackzyfuT-
conorms, e-commerce success metrics

1. INTRODUCTION & RELATED WORK
Recommending on the web is both an important comialer
application and popular research topic. The amotidata on the
web grows continuously and it is impossible to psxit directly
by a human. The keyword search engines were addptéght
information overload but despite their undoubtedcesses, they
have certain limitations. Recommender systems canplement
onsite search engines especially when the user doeg&now

Peter Vojtas
Department of Software Engineering
Charles University in Prague
Malostranske namesti 25, Prague, Czech Republic

vojtas@ksi.mff.cuni.cz

(Collaborative, Content-based, Context, hybrid)etoput (user
feedback types, object attributes etc.) or outpop-k objects,
inferred rating of an objet etc.). We suggest tlapgrs by
Adomavicius and Tuzhilin [1] or Konstan and Rie8] papers for
overview.

Traditionally most of the research time and effont the

recommending area was spent on the explicit ugergrdbased
experiments and single success metrics (RMSE). Mewthe

user ratings are often too rare to provide readenadtput alone
and RMSE does not necessarily reflect real-worlkttess metrics
like increase in purchases or revenues for thenaverce.

While moving to the implicit feedback, where usehbvior is
recorded without user cooperation, we may receivandant
amount of data, but the link between feedback aed preference
becomes less clear.

Several authors studied various aspects of imgéedtiback: quite
common are comparisons of implicit and explicitdieack e.g.
Claypool et al. [1] using adapted web browser evaleeer et al.
[6] on an online music server. Using utility furarti based on
implicit feedback is common approach while it ispimssible to
get explicit feedback [5].

The interpretation of the implicit feedback is afgoblematic, as
the user does not have any direct way, how to stetehe/she
does not prefer an object. Such preference can \@we
significantly improve our recommendations and samiy be
valuable to infer it. The explicit negative feedkae taught to be
easier for users to specify [3], but studies abaylicit negative
feedback are rare. We can mention e.g. Lee andl@&vsky [9]
and their work on job recommender system. Comptrd€], we
did not specify directly which user behavior imgli@egative
preference, but base this assumption on averagehbesevior.
We have also used different success metrics dtreetdifferences
in our scenarios.

exactly what he/she wants. Many recommender systems Our approach is based mainly on the work of Eckhigiidon the

algorithms or methods have been presented so far. céh
mention Amazon.com recommender [10] as one of thst b
commercial examples. Recommender systems varibstintype
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two-step content based recommending method.

The area of fuzzy systems is closely related toveank. Having
multiple types of user feedback, resulting into theltiple local
preferences, we need an aggregation function tatersingle
value representing user preference on the giveecbobSuch
aggregation could be the weighted average, a flizagrm or T-
conorm or similar functions. Zimmermann and Zyswj[1
described human decision making process and swghest
parameter for the level of compensations for aggirg
functions. Yager [15] suggested using noble reo¥dr T-
conorms to cope with the same problem. Our appradiiferent



from the two described as we use local preferefroesthe [-1,1]
interval. The resulting effect though is similar[i®] while using
proper aggregations.

The rest of the paper is organized as follows: wéire our
scenario and preference learning methods in se2tioBection 3
will describe our experiment settings and sectiaresgults of the
experiment. Finally, we will conclude our papersiection 5 and
point out some future work.

1.1 Example of problem domain

We have recorded the user behavior on one of tHermzech

travel agencies. The website contains approx. X606 which

differ in type, destination, price, services ettieTsite does not
allow users to explicitly rate objects and only lecis their

behavior on each tour such as time on page, swpllnouse
moves etc.

Usually the user buys at most one tour per yeawesoan collect
user data related to one intended purchase per(thsedecision
process is short enough that we can track the eniger, but the
gap between two consecutive purchases of the saewrisitoo
large).

1.2 Main contribution
The main contributions of this paper are:

*  Methods how to deal with negative implicit feedback

» Discussing various methods how to aggregate meltipl
types of feedback

e Evaluate negative implicit feedback recommendets an
compare it to other recommending methods

»  Gather data for future off-line experiments.

2. RECOMMENDING SCENARIO

In our previous work e.g. [12, 13], we have evaldat
recommendation based on various implicit factorerothe
business success metrics. We have examined eadbr fac
separately then various aggregation functions coimgi them
together. After these experiments, we have designedmework
for combining various implicit feedback types intbe user
preference and recommending based on it [14]. Tiger& 1
illustrates our approach: to create recommendatioes first
evaluate each feedback value separately for anpifbeed object
and user with th®REF() method and receive list of local user to
object preferences based only on the single feddiaator value.
Then we combine local preferences together into dglabal
preference vi&@() method (we may also specify importaricg()

The considered implicit factors are listed in Tabldearning of
local preference functiolPREF() is described in section 2.1,
aggregating various feedback typ@(] method) in section 2.2.

Table 1: Description of the considered implicit factors for
arbitrary fixed user and object.

Factor Description
PageView Count(OnLoad()event on object detail page
MouseMoves Count(OnMouseOver(@vents on object detall
page)

Scroll Count( OnScroll() events on object detail page)
TimeOnPage Sum( time spent on object detail page)
Purchase Count(Object was purchased)

Count( Object detail page accessed via link from
Open :

recommending area)

Shown Count( Object shown in recommending arep)

2.1 Learninglocal preference

In domains without explicit feedback (such is ows& do not

have any direct information about what is usergneice and so
it needs to be inferred. The major approach in rererce

systems is to use business-like view and stateutbet positively
prefers the object(s) which he/she laschased We will then

receive user preference on object as binary fungtief(u,o0)

e 1 for object(s) purchased by the user
e 0 for all other objects

The problem ofpref(u,0)is that the purchase actions are very
sparse. The vast majority of users did not purclaaseobject, so
pref(u,0)is useless to create any personalized recommendati
However we can use other feedback factors to predabability,
that user will purchase objects he/she has alremsited (and we
have some feedback from that visit).

The user preferend@REF(u,0)will be defined as probability, that
the useu will purchase (and like) the objeot However because
of the insufficient amount of data about each (eaty 8 visited
objects per user in average and at best singlehpsecin our
dataset), no tested method was capable to reliebiy preference
of distinct users. Due to that the methods werecégnore the
individual users and treat the whole data asvfas from a single
user.

The local preferences can be computed either ngssipn, or we
can discretize the feedback factor domain into riae and
compute preference independently for each interVake local

of each feedback factor). Afterwards we can USe any preference for each interviabf feedback factokis defined as:

recommending algorithm suitable for user ratingnfeat based,
k-nearest neighbors, matrix factorization etc.).
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Figure 1: recommending scenario for multiple implicit feedbac
types.

. _ Y purchase
PREF(f ,i) = Z(user,objecb pairs

This approach is motivated by the observation, thaer
preference of some factors may have quite compépendence,
which is difficult to be approximated by standaregression
methods.

2.2 Using negative implicit feedback

So far, we have considered every implicit feedbiéetn to carry
some positive preference. This is given by usirmglipreferences
on feedback factors from [0,1] interval. Howeveng timplicit



feedback can also indicate that the user do ndemptee object
(e.g. user opened an object, but leaves withinsieeonds).

In order to be able to model such situations ante$d whether
negative feedback is an important feature, we fajasted the
local preference learning method in a following waet the

ratings) was selected Content based system “S$tatfstlescribed
in [4]

As the experiment domain, we have selected theeltragency
data. We have collected data from one of the maieck travel
agencies. The site contains about 1000 objectairs.tdVe have

AvgPREF(f)be the average local preference for the feedback monitored the site usage for one month period duNpvember

factor f. Now we can suppose, that if the valueRREF(f,i) is
below average, it indicates negative preferenceeézh interval
of each feedback factor, the negative local prefezés:

NegPRERT ,i) = PREF(f ,i) - AvgPRER f)
The preference was then for technical reasonsrlinearmalized
into the [-1,1] interval.

2.3 Aggregating various feedback types

In our previous work, we have used mostly weiglseerage with
various algorithms for computing factor weights. wéwer the
results of tested methods were not satisfactoryugimo The
problem is that weighted average is not compengatm only
single low value among the feedback factors camifeigntly
decrease the resulting user preference. This proldeknown in
the area of decision making and fuzzy systems, eveeveral T-
conorms are suggested to cope with this probleminga andy
local user preferences, their T-conorm aggregatoe®.g.:

Sty y) = min(x +y, 1)
gProbabiisteSum(y vy = x4y - Xy
gSugeneWeber(y v) = min(x + y + Axy, 1)
S (xy) = (x" +y")

However some T-conorms tends to be too compensaten for
low local preferences: for example if we have filecal
preferences PREF=0.2 and bounded sum, then thealglser
preference is 1 (fully preferred object), whichniet a desired
result. Zimmermann and Zysno[16] described humacisin
making process as very compensatory, if the lomflepences are
high (the aggregation function is similar to OR)damot
compensatory if the local preferences are low @bgregation
function is similar to AND). Our approach — usingcal
preferences on the [-1,1] interval can simulatehsbhehavior,
while using proper aggregation method. We have emghted
two aggregation functionsbounded sumwhere no changes in
formula were necessary aBdgeno-Weberhanged as follows:

S™(x, y) =min(x+y+Axy,1) IF x,y20
SnegSW(X, y) =X+ y OTHERWISE

So negative Sugeno Weber aggregation compensdiepasitive
local preferences. The lambda parameter was sehitdmize
Mean Absolut Error (MAE) of predicted preferencemiast the
user’s actual purchases.

3. EXPERIMENT SETTINGS

Our key goal in the experiments was to corrobortéiat, negative
implicit preference can improve recommendation igquah order

to do that, we have selected several other mettmdseate user
rating based on implicit feedback. Some of themighesl
according to our recommending model (Figure 1) gisimly
positive feedback and also some well known maciéaening
methods (SMOreg support vector machine, M5P deatigiee).
As the recommender system (whom we have suppliest us

and December 2012. The original dataset contairna @tam

about 40000 users purchasing 316 objects. We lileed only

users who visited four or more objects and bougHeast one.
The final dataset contains 62 users, who actuallyght a tour at
the website, totaling to 72 purchases. The averagaber of

visited objects is 9.35 and the average numbeunfifased tours
is 1.16.

The examined methods for learning ratings from iaitpleedback
were trained on the whole dataset and createdyrafirall visited
objects by each user resulting into 580 ratings.

The ratings of each method were then supplied itite
recommending system as follows:

We have selected train set sizes from 3 up to @0ekch train set
sizeK and each user (with sufficient amount of visitdijeats),
we have randomly selectdd of his ratings, omitting the object
user actually bought (cross validation applied her&he
recommender system learned content based user rasedl on
these ratings. Then we let recommender to rate ebjgtt and
order the objects according to their rating. Welofobed the
business-like scenario where the system can digpibya limited
amount of objects to the user, so we slice thetdisibp-10 and
top-5 best rated objects.

We denote as success if the method recommendst ottjeaiser
has actually bought. However as the position ofabject is also
important, we have selected the normalized dis@lintmulated
gain (nDCG) as our success measure. The nDCG neeasur
represents the degree of usefulness of objectstifehebject was
purchased in our case) weighted by logarithm off thesition in

the top-k list. The formula for computing DCG ietfollowing:

k
purchased
DCG, = purchased+ ) ———
= PRS2 g, )

i=2

Thek is the size of the top-k lispurchasegis 1 if object on the
i-th position was purchased by user and O otherwiHee

normalization is done by dividing the DCG of th&t by the DCG
of the ideal ordering scaling results into [0,1].

4. EXPERIMENT RESULTS

The results for top-5 are shown in Figure 2 andtép-10 in
Figure 3. In both cases the negative local pret&grcombined
with Sugeno-Weber T-conorm was outperforming otinethods
for larger train sets. In general the negative Bog&/eber
method performs best in the top-5 scenario and &% 8f the
best method in top-10 scenario suggesting, thatativeg
preferences can become important while trying td atready
good objects. The negative bounded sum did notoperfvery
well and was mostly worse than original bounded swith
positive local preferences. The reason for thishmibe, that
simple x+y is not sufficiently compensatory for the negative
preferences.

In both scenarios all tested methods outperformgdificantly
random recommendations and at least some methousaged
according to our model provided better recommendatithen
SMOreg and M5P baselines.
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Figure 2: results of tested method for the top-5 list. Thetbe
resulting methods were: negative Sugeno-Weber, M Or
Probabilistic sum and M5P.
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Figure 3: results of tested methods for top-10 list. Thetbes
resulting methods were: Probabilistic sum, SMO#BP and
negative Sugeno-Weber.

5. CONCLUSIONS AND FUTURE WORK

In this paper, we have discussed the problem afgushplicit
feedback as indicators of negative user prefereki¢e. have
adapted a two step model to create user preferdrarasmplicit
feedback, describe steps to gain negative impiggtiback and
how to use it and conducted off-line experimentstlua dataset
from e-commerce domain.

The experiment results showed that negative intgéeidback can
be a valuable addition for the recommender systethimproves
recommendation quality (measured according to nDCG)

Our research should continue both in discoveritigopossible
ways how to infer negative implicit preference ahdw to
properly combine it. Online experiments on othetoeimerce
websites should be planned to confirm our ideas.
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